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INTERNET OF THINGS
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The concept of privacy is a deeply personal one. The ever-increasing incorporation of technology into our daily lives presents unique challenges in determining what we consider private and how we protect our privacy. However, these challenges should also be seen as opportunities to develop innovative solutions that mitigate potential privacy harms and unleash the promise and benefits of emerging technologies, such as those available through the Internet of Things.

A critical relationship exists between current cybersecurity research and the growing field of privacy engineering and research. Apart from security itself, the privacy implications of technology present distinct and different challenges. As a society, we must rely on security as a foundation from which the full concept of privacy can be both understood and protected. Privacy research focuses on more than mere technology and must be multidisciplinary, since the concept of privacy touches on many human elements and considerations.

Privacy is essentially a social construct that involves technical implementation. Therefore, technology-focused privacy research implies a need to understand the sociopolitical, philosophical, and legal contexts that drive the usage and adoption of emerging technology. With respect to the Internet of Things, which promises a ubiquity expected to fundamentally alter society’s interaction with technology, we must account for the sociopolitical, philosophical, and legal aspects of privacy in tandem with the technical. This multidisciplinary research will greatly aid progress in understanding how to measure the real impact to individual privacy as technology advances at an increasingly rapid pace.

In this context, NSA sees itself as a facilitator, bringing together diverse people and ideas to foment multidisciplinary research, and perhaps even to develop a true science of privacy. The articles in this issue of The Next Wave illustrate exactly the kind of facilitation and innovation that NSA seeks to support. Be it unleashing the benefits of Big Data and the Internet of
Things or supporting initial efforts to bridge privacy research across the technical and social sciences, NSA aims to contribute positively towards safe, privacy-sensitive design and usage of technology as the Internet of Things emerges around us.

Rebecca J. Richards, NSA’s Director of Civil Liberties and Privacy
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A future where smart devices will seamlessly communicate with one another is quickly becoming reality. This article illustrates how consumers might interact in the near future with the IoT, all through the day. Manufacturers are developing hubs to handle multiple protocols, and organizations such as the ZigBee Alliance and Thread Group are working to make interoperable devices.

From the moment you wake up, the IoT will be running in the background of nearly every aspect of your life. Even when you are asleep, your devices will be on, working to enhance your world with data generated by sensors embedded in the wearables and appliances you use every day. So, what will the IoT do for you?

A **SMART THERMOSTAT** can easily regulate your home heating, ventilation, and air conditioning (HVAC) unit based on learned temperature preferences you have established over a relatively short period of time.

**SMART SMOKE DETECTORS** can provide direct alerts to smart devices for fire, smoke, and gas detection. Smoke detection units can work with the thermostat to turn off a gas furnace and monitor carbon monoxide levels in the home. Smoke detectors fitted with motion sensors can act as night lights or emergency lighting in dark or smoky conditions [1]. In a completely integrated environment, home systems can signal one another and push alerts to designated smart devices. If activated, the smoke detection system can send a message to have the thermostat shut off fans and heating to prevent the spread of smoke throughout the house, or it can send a signal to the lighting system for smart bulbs to turn a different color if high levels of carbon monoxide are detected [2, 3].

**SMART LIGHTS** can help to manage energy use, reduce monthly electric bills, and act as part of your home emergency system by signaling paths for a safe exit. Smart lights can be controlled from anywhere in the home or remotely through a smart device.

Your **SMART REFRIGERATOR** can help you conserve energy and maintain the refrigerator's internal temperature by presenting a list of contents for you to look over via the interactive screen on its door. The interactive screen also gives you the option to e-mail grocery lists to smart devices, sync the family schedule to the refrigerator's calendar, watch your favorite show or listen to music, and order and pay for your groceries through its connected pay system.

Your **SMART HOME SECURITY SYSTEM** will enable you to view and receive information about your home while you are away. A smart home security system includes devices like smart doors and window locks, video cameras, and interactive doorbells that can be accessed and controlled from a smartphone or tablet.
Your **SMART SPRINKLER SYSTEM** can work with the sensors in your lawn to track moisture levels and the overall health of your soil. Combined with information from a weather application, the smart sprinkler system can determine whether to water the lawn and for how long, conserving water and saving money on your next bill.

**SMART HOME ASSISTANTS** can prepare a daily summary of your home's network, alerting you to any devices that require new batteries or require software updates. They can help with various functions around the house—like executing scheduled tasks for appliances (e.g., running your dishwasher), providing you with morning news highlights and weather forecasts during breakfast, or sending a signal to start the car so it warms up while you finish preparing for work. Once you leave and the smart door lock is activated, the smart home assistant can ensure the other home systems are completing their functions, like turning off the lights and adjusting the temperature.

**SMART ENTERTAINMENT SYSTEMS** can be operated through a smart device or by voice command. Your smart TV can access the Internet, present your social media feeds, play music from your smart phone's playlist, and let you shop from your couch.

The **SMART OVEN** can be started remotely and adjusted through an app on your smartphone that also allows you to preselect a baking temperature and cook time. You can keep an eye on dinner while away from the oven.

Your **SMART DOORBELL** can send an alert to your phone when a package arrives at your doorstep. A smart doorbell can also send a picture or provide a live feed of visitors to your smartphone, allowing you the option to remotely unlock the door if necessary.

Once the **SMART DOOR LOCK** is activated, a signal sent through your home network can turn a video security system on.

Installing systems that work together throughout your home network can help keep your family safe, enable better water and energy management, and save time by automating daily tasks. You can manage home appliances and entertainment with the swipe of a finger, the tap of a screen, or by voice command. Start the coffee machine from the comfort of your bed in the morning, run the dishwasher while you sit in traffic. Have the teakettle boil water while you drive home in the evening. Tell your smart TV you want to stop watching the movie and start reviewing your social media feed. Ask your artificial intelligence (AI) home assistant to give you morning news updates.
Through **VEHICLE-TO-VEHICLE (V2V) COMMUNICATION**, your car can identify other vehicles on the road to help avoid traffic accidents. V2V services will help identify vehicles located in blind spots and communicate important information multiple times per second, including the speed, direction, and distance of nearby vehicles.

The **ONBOARD VEHICLE ASSISTANT** may connect with a parking services application and identify the best parking for you to access based on information from sensors in surrounding parking garages.

Vehicles can contact **EMERGENCY SERVICES** as necessary. With smart systems on board, emergency services get immediate notification of accidents on the road along with location information that can help dispatch the closest emergency services teams and save critical time.

**VEHICLE-TO-INFRASTRUCTURE (V2I) COMMUNICATION** will make use of onboard equipment to communicate with roadside equipment along a route to send and receive real-time information about road conditions, weather and traffic changes, and road closures and construction information.

Your vehicle will also connect to **WEARABLE DEVICES** to learn about your physiological state—whether you are driving exhausted, stressed, or calm. Such information allows the vehicle to present services like cruise control to help you through your drive. The vehicle could also alert you to impending medical distress and slow the vehicle to a safe stop before contacting emergency services.

Once you hit the road, your onboard vehicle assistant will help plot your route. Even though the assistant knows where you work, changes may be made daily depending on weather, traffic, and road management updates.
IoT offers a new window into CUSTOMER RELATIONSHIP MANAGEMENT (CRM). Data generated by connected devices offers unique insight at every step of the CRM cycle—from marketing and sales to customer support and feedback. Organizations will have access to critical information about the way customers use devices compared to intended device use, enabling enterprises to create better products for consumers [5].

INTELLIGENT HVAC SYSTEMS will use sensors to determine hours of occupancy when running air conditioning and heating. Like in home systems, intelligent HVAC (heating, ventilation, and air conditioning) systems in large buildings can also work with fire and smoke detection devices to shut off fans or gas furnaces during emergencies.

SMART LIGHTING SYSTEMS will operate similarly to home lighting systems. Motion sensors will enable lights in different parts of an organization to turn on and off based on employee occupancy—reducing the amount of wasted energy used in buildings with manual switches for lighting.

Your company may issue you a WEARABLE DEVICE for personal use, but the information can also help your organization learn about the health and activity of its workforce. Wearable devices can also be used as a form of access for employees. Some forms of authentication may rely on biometric information, like iris scans [4] for authentication purposes, but the data will be read and processed by IoT devices.

As technology advances, enterprises are harnessing the power of smart systems and sensors to gauge employee wellbeing and to maintain the overall health and security of their organizations.
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The use of wearables extends beyond popular devices, like smart watches, to items like clothing (e.g., e-textiles, shoes, diapers), medical equipment, and jewelry that can act as an authentication token or a control for appliances.

Other **SMART ACCESSORIES** can enable you to access information on demand. Smart glasses can take video, respond to voice commands, conduct searches on the web for information, and provide real-time information about your exercise—like your location, the distance traveled, and rate of speed. Smaller accessories, like smart rings, can serve as authentication tokens and simple controls for other devices around your home.

**SMART WATCHES** and **FITNESS BANDS** can monitor your health, heart rate, and activity levels. These devices can provide you with daily updates on your health and performance and can send the information to your smart devices.

**E-TEXTILES** come in all shapes and sizes. E-textile sensors can detect chemicals in the environment, thermal changes, perspiration levels, heart rates, and skin moisture among other variables.

Thin adhesive **SMART PATCHES** can record your heart rate and transmit that information to your smartphone. The information gathered by your smart watch, fitness band, or smart adhesive strips can provide a more accurate health profile to your doctor.

Wearables even include **INFANT CLOTHES**, such as smart onesies and diapers, that can be monitored through your smartphone. These enable new parents to track information like sleeping patterns, movements, and breathing, and can help detect problems like urinary tract infections [7].
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Today, personal data is being collected at unprecedented levels. This occurred initially in databases, where information was being aggregated from multiple sources including government records, web-browsing patterns stored in cookies, consumer loyalty programs, or credit card transactions. Now, however, the physical world is being outfitted with more and more sensors with ever-greater connectivity. The result is the immense network of interactive objects commonly referred to as the Internet of Things (IoT), which is collecting large amounts of real-time data about physical systems.

These new technologies require a new analysis of privacy. When data lived entirely in databases, the issues of concern were identity theft, public disclosure, and appropriation. Now, the IoT enables constant mass surveillance—revealing not just one or two facts about a person at a single point in time, but monitoring someone persistently to acquire multiple pieces of data. Studies have shown that ongoing monitoring can influence behavior even when the original behaviors were not illegal [1]; this is known as the chilling effect.

When developing this new analysis of privacy, we must first consider what conception of privacy we are trying to protect [2]. From an engineering and policy perspective, the predominant conceptions are control over information and secrecy.

- Control over information requires: (a) transparency to the data owner about what data is being collected and stored about him or her, (b) consent for this data to be transmitted to any parties, and (c) an ability to correct mistakes in the data.
- Secrecy focuses on: what new inferences can be made about a person due to the presence of data.

Throughout this article we will consider both conceptions of privacy and how to measure privacy with mathematical models.

First, privacy is inherently a social phenomenon and cannot exist outside of society, a community in which people prefer to withhold information from one another in certain circumstances. Remember, however, that different cultures and eras have defined privacy differently for various reasons, such as the technologies they use [2]. Therefore, to model privacy accurately, we must carefully consider the context in which it arises. What information is considered private today? Which adversaries would breach our privacy? What information do these adversaries have access to?

In this article, we explore two real-world examples—transportation networks and electric grids—and discuss ways to create privacy metrics that protect consumers’ privacy as well as ways to quantify the utility of data. This allows us to determine whether the benefit of collecting data on, for instance, smart-grid operations, justifies consumer exposure to new privacy risks. Finally, we discuss how to design contracts that take into account data utility and privacy risks.

Mathematics of privacy

Because so much depends on context, it is not easy to quantify privacy via a general formulation. In connection with databases, for example, the most popular definition has been differential privacy [3]. Broadly, differential privacy considers the change in an individual’s privacy as a result of participation in a database. More specifically, this form of privacy bounds how much the distribution of a database’s output changes by adding or removing one database entry. Usually, differential privacy relies on adding “noise” or extraneous data to the output. A differentially private solution requires situations where some amount of noise is tolerable and where output is not very sensitive to changes in individual entries.

The IoT’s complex nature, however, may make it difficult to measure privacy in such terms. In some
instances, adding noise may not be possible, or what constitutes a single data entry may be ambiguous, or certain kinds of data (e.g., billing records) may not be aggregated across multiple consumers and therefore may be very sensitive to changes in one consumer. Despite these difficulties, we will demonstrate how one can still quantify privacy in varying contexts.

**Transportation systems**

One context in which we have analyzed privacy is transportation systems [4]. In the “routing game,” for example, drivers have a set amount of flow allocated to each origin-destination, and choose routes based on previously observed traffic patterns. In this context, origins and destinations are considered private. From information about travel times and locations, an adversary can infer individuals’ itineraries and even details about their personal lives. This situation is not merely hypothetical; such capabilities are already available in the marketplace. Concerns about how vendors are using or misusing consumer data have already appeared in the media; for example, when an executive at the travel service Uber controversially asserted his ability to use customers’ travel information to identify when they were having an affair [5].

We model how much the observable traffic patterns are affected by a small number of drivers changing their origins and destinations. We note that these observable traffic patterns are noisy in the sense that two drivers taking the same route will not experience the same exact travel time. This uncertainty is what gives rise to privacy—even with a fixed amount of traffic flow, some unpredictability still exists in the traffic patterns observed by an adversary.

More formally, we can let \( l \) denote the number of different origin and destination pairs. For each population \( k \), let \( \theta_k \) be a vector such that the \( i \)th entry represents the amount of drivers in population \( k \) that wish to travel along origin-destination pair \( i \). We will say two population allocations \( \theta \) and \( \theta' \) are adjacent if there exists \( k^* \) such that \( \| \theta_k - \theta'_k \|_{\infty} \leq c \) and \( \theta_k = \theta'_k \) for any \( k \neq k^* \). Intuitively, this states that the demand for origin-destination pairs is unchanged for all but one population, and this one population doesn’t change its demand for any origin-destination pair by more than \( c \).

Given a population allocation, the drivers will decide how to allocate their flows among different paths based on some learning dynamics. The congestion on each link will depend on these flows, as well as some noise. We let \( \ell(\theta) \) denote the random variable representing the observed traffic congestions across \( T \) days when the population allocation is \( \theta \).

We can extend the definition of differential privacy and apply it to this model. We say that our system is \((\varepsilon, \delta)\)-differentially private if, for any adjacent \( \theta \) and \( \theta' \) and any measurable set \( B \), we have \( P(\ell(\theta) \in B) \leq \exp(\varepsilon)P(\ell(\theta') \in B) + \delta \). The parameters \( \varepsilon \) and \( \delta \) quantify how private the system is; lower values for both parameters are more private. For intuition, note that if \( \varepsilon = \delta = 0 \), then the origin-destination demands have no effect on the observable traffic flows, and this bound holds trivially when \( \delta = 1 \).

In our research, we can analyze what aspects of the model affect these two privacy parameters (see figure 1). Our theorem states that, under a general class of learning dynamics (i.e., how sensitive a driver is to his/her daily observed traffic congestion and how it affects his/her future route choices) with generalized step sizes \( \eta \) and a reasonable noise model with variance \( \sigma^2 \), we have that the privacy parameter is \( \varepsilon = \delta \left( \frac{1 - \varepsilon}{\sigma^2} \sum_{t=1}^{T} \eta_t \right) \). As expected, privacy decreases as the noise on the observable traffic flow decreases, and as more measurements are received across time. In practice, this means that an adversary can infer more and more about the origin and destination of drivers from traffic congestion (i.e., a higher value of \( \varepsilon \) and \( \delta \)) as the adversary measures for longer periods of time and as these congestion measurements contain more information about the number of cars on different paths.

Less obviously, we can see that privacy decreases as the number of paths increases. Also, if the learning dynamics are more sensitive to current traffic delays than to past traffic delays, then the system is less private. Finally, we can see the complex fashion in which privacy degrades across time—this can serve as a prescription of how often populations must change their origins and destinations to preserve privacy.
**Smart grid**

The electric power industry is another context in which the IoT is generating immense quantities of data, thanks to advanced metering that quantifies energy consumption with increasingly greater frequency. Although these measurements are limited to the household level, algorithms for energy disaggregation and nonintrusive load monitoring can recover device-level patterns of energy consumption based on individual power signatures [6]. Such capabilities, however, also enable pervasive monitoring of people’s movements inside their homes [7].

In the smart-grid context, it is not feasible to measure only data aggregated across several households because power companies bill for consumption at the individual household level. Similarly, additive noise would require electricity bills to be random variables, which is often not acceptable. Thus, we must find a way to analyze privacy inherent in the household itself rather than by injecting noise into the data.

**Privacy concept**

We introduce, therefore, the concept of inferential privacy [7]. This is defined as a bound on the probability that an adversary will be able to infer a private parameter, regardless of the inference algorithm used. More specifically, we assume an adversary has access to information about devices in the households and their signatures. We also consider a fundamental limit of the energy disaggregation problem given this information set.

Formally, we suppose each use has a private parameter $\theta$ which takes values in a finite set $\Theta$. For example, $\theta$ could denote whether or not a consumer is an energy saver or an energy waster, or whether a consumer cooks his or her own dinner. We suppose some distribution across the private parameter, so $\theta \sim \pi$. This private parameter influences device usage patterns, which we denote as $u$. For example, an energy waster is likely to leave the fridge door open; whereas, if a consumer consistently orders takeout, the stove top will not be used. So, given the private parameter $\theta$, we say that the consumer’s device usage follows the distribution $P_{\theta}$. Formally, we say $u|\theta \sim P_{\theta}$. Finally, we consider the device models. Device usage patterns will determine the power consumption of the devices, denoted $y$.

![Figure 1](image-url)

**FIGURE 1.** (a) For this small example network, the level of privacy decreases as more traffic observations are available, for differential privacy parameter $\epsilon$ (b) and for differential privacy parameter $\delta$. (c) In fact, we can see the point at which there is no privacy at all for drivers ($\delta = 1$). (In (b) and (c), the dotted line represents privacy when more drivers are switching origins and destinations; in other words, the dotted line represents more variable traffic than the solid line represents.)
Privacy in the Internet of Things

Given how the devices are being used, power consumption does not depend on the private parameter. Mathematically, we say $y | u, \theta \sim q(\cdot | u)$. This yields a hierarchical Bayes model of energy consumption.

An adversary observes $y$ and has knowledge of $\pi$, $p_\theta$, and $q(\cdot | u)$, and is attempting to infer the private parameter $\theta$. As such, we define inferential privacy as follows. Our system is $\alpha$ inferentially private if, for any estimator $\hat{\theta}$, we have $P(\hat{\theta}(y) \neq \theta \geq \alpha$. This estimator can depend on $\pi$, $p_\theta$, and $q(\cdot | u)$. Thus, inferential privacy gives a guarantee of privacy in the parameter $\theta$ regardless of the inference methods our adversary uses.

In this hierarchical Bayes setting, we can find an optimal estimator. That is, the estimator $\hat{\theta}$ that maximizes $P(\hat{\theta} = \theta)$ is given by:

$$\hat{\theta}_{\text{MAP}}(y) = \arg\max_{\theta} \pi(\theta) \cdot \int p_\theta(u) q(y | u) du$$

Thus, the system is $\alpha$ inferentially private, with $\alpha = P(\hat{\theta}_{\text{MAP}}(y) \neq \theta)$.

Although this value itself is often intractable to calculate in most applications, we can find approximations by leveraging testing bounds. Using Le Cam’s method [8], we can derive a theorem that guarantees inferential privacy with $\alpha$ determined by the pairwise total variation distance between distributions. Alternatively, using Fano’s method [9], we can guarantee inferential privacy with $\alpha$ determined by the number of different possible values of $\theta$ and the Kullback-Leibler divergence between distributions [10]. In both cases, we have found guarantees of inferential privacy that can easily be calculated, even when the optimal estimator cannot.

When your refrigerator tattles on you

As a simple example, let us focus on the energy consumption of a refrigerator. Consider the case where energy consumers are characterized as “wasters,” “average consumers,” or “savers.” For this example, suppose that consumers consider this parameter to be private. The parameter determines how fastidious consumers are about leaving their fridge door open, which in turn determines how long the compressor has to cycle to cool the air inside the fridge. Putting this model into our hierarchical Bayes framework, we can use our testing bounds to calculate how the inferential privacy value changes as one records data across time (see figure 2).

Utility of data

An intelligent transportation system, enabled by numerous sensors in the IoT, could greatly improve roadway conditions through better tolling, ramp metering, and traffic light policies. The smart grid, using infrastructure for advanced metering, could improve load forecasting as well as exploit demand flexibility to enable operators to introduce efficient and renewable energy sources.

It is important to analyze the utility-privacy tradeoff in collecting more data. This requires ways to quantify both the privacy risks inherent in the collection and the utility. For the former, the previous section allows us to analyze the privacy due to different measurement schemes. In this section, we discuss the issue of utility.

In the case of the smart grid, the National Institute of Standards and Technology has issued a data-minimization principle stating that electricity companies should only collect data needed for smart-grid operations [11]. We propose a framework to analyze how much data is required for smart-grid operations to run effectively [10].
HVAC systems: Trading energy efficiency for privacy

As an example, consider direct-load-control programs that use thermostatically controlled loads. Heating, ventilation, and cooling (HVAC) systems have a thermal inertia, which allows building operators to precool buildings and essentially use the stored thermal energy as a battery. This means the HVAC energy demand is deferrable, and smart-grid operators can exploit this situation to correct imbalances in load prediction or integrate renewable energy sources.

To guarantee the comfort of people inside the building, however, the direct-load controller must estimate the building’s thermal dynamics [12]. As the controller receives fewer measurements, estimates get worse and reduce the controller’s performance [11]. We can directly simulate that to determine how often the controller needs to get updates on the building’s thermal state in order to control HVAC energy demand. Similarly, we can analyze how our privacy metrics decrease as the sampling rate increases. Unifying these two analyses, we can explicitly calculate the utility-privacy trade-off (see figure 3).

Privacy contracts

As already established, privacy is inherently a social phenomenon. But privacy preferences vary from consumer to consumer, and therefore we model privacy as a good that individuals value differently. Formally, we propose an economic solution that allows the power company to balance the trade-off between utility and privacy by combining privacy metrics with privacy-based service contracts.

In this framework, we assume the power company does not know the consumer’s privacy preferences and that these preferences are distinct from private information that is subject to a privacy breach. We shall refer to the consumer’s privacy preferences as his or her type. When the power company does not know how a consumer values the goods for which he or she is paying, we say the power company faces a problem of adverse selection. This can lead to a nonoptimal contract, under which power is allocated inefficiently.

We model the consumer’s type as a parameter ξ that takes values in a finite set ξ = {ξ₁, ξ₂, ..., ξₙ} where ξᵢ < ξᵢ₊₁ for each i ∈ {1, 2, ..., n − 1}. The contract consists of a privacy setting x on a smart meter, offered at a price t. Each type has a privacy setting, denoted xᵢ for type ξᵢ. The privacy setting could be, for instance, a sampling rate or amount of noise injection. Similarly, we define tᵢ as the price for type ξᵢ.

Taking a Bayesian approach, we assume the power company has a prior over the type space ξ. Formally, we assume the power company faces a consumer of type ξᵢ with probability pᵢ and ∑ᵢ pᵢ = 1. Thus, the power company must design the menu of contracts {(x₁, t₁), (x₂, t₂), ..., (xₙ, tₙ)} in order to maximize their expected profit subject to the consumer voluntarily participating and truthfully reporting his or her type (i.e., selecting the contract designed for their type). We let g(xᵢ) denote the unit cost of implementing privacy setting xᵢ; it could for instance, be proportional to the error in the direct-load-control scheme discussed previously. Then, we will denote the expected profit as Π = ∑ₙ pᵢ (tᵢ − g(xᵢ)).

The power company wishes to maximize Π by choosing (xᵢ, tᵢ) for each i. However, the company must satisfy the individual rationality constraint, which ensures that consumers will voluntarily participate, and the incentive compatibility constraint, which ensures that customers will choose
the correct contract. Formally, let \( U(x, \xi) \) denote the utility function of the consumers, which depends on the privacy setting and their type. The individual rationality constraint becomes \( U(x_i, \xi_i) - t_i \geq 0 \) for each \( i \), and the incentive compatibility constraint becomes \( U(x_i, \xi_i) - t_i \geq U(x_j, \xi_j) - t_j \) for all \( i, j \).

The existence of several types leads to a large number of constraints, yet it is easy to reduce the set of constraints [13]. We can prove that we only need to consider the individual rationality constraint for the lowest type \( \xi_1 \), which holds with equality: \( U(x_i, \xi_i) - t_i = 0 \), and the local downward incentive compatibility constraints, which also hold with equality: \( U(x_i, \xi_i) - t_i = u(x_{i-1}, \xi_i) - t_{i-1} \) for each \( i \in \{2, \ldots, n\} \). This results in a much more manageable problem.

Furthermore, we can make reasonable assumptions on the form of the utility function \( U(x, \xi) \) and get a number of qualitative insights. For example, by solving the optimization problem and comparing to the socially optimal contract (i.e., the one that maximizes the sum of the power company’s profit and the consumer’s utility), we find that the consumers with the highest valuation of privacy \( \xi_n \) get the socially optimal privacy setting, yet pay much less than is socially optimal (i.e., these consumers free-ride on the rest of society).

In fact, because of the existence of the lowest type \( \xi_1 \), all other types experience a positive result in the form of information rent—that is, they pay less than is socially optimal for their privacy setting. We can also show that the lowest type gets a socially inefficient allocation (i.e., the privacy setting received is lower than is socially optimal).

More realistically, we should consider that consumers may be wary of risk. A more complete model would have a consumer’s utility given by \( U(x_i, \xi_i) - t_i - (1 - \eta(x)) \ell(\xi) \), where \( \eta(x) \) is the probability of a privacy breach, depending on the privacy setting chosen, and \( \ell(\xi) \) is the amount of loss experienced by consumers of type \( \xi \) when their privacy is breached. Here, bounds on \( \eta(x) \) can be given by both the differential privacy and inferential privacy metrics previously provided.

We can study the impact of privacy loss risk on the optimal contract as a function of the losses experienced by each of the types and the prior across types. First, we note that the optimal contracts, when we ignore risk, will violate incentive compatibility and individual rationality for the risk-adverse customers. The lowest type will opt-out by not selecting a contract at all and will have an incentive to mask its type and select a contract designed for one of the higher types. In addition, the risk-averse contract suffers the same inefficiencies that we described above (i.e., the highest type gets free rides, and the lowest type gets zero surplus). More precise details on the theoretical results are in [14].

Furthermore, in the case where we consider risk, the privacy setting for the highest type \( \xi_n \) increases, independent of the prior beliefs on types. The privacy setting for other types decreases with respect to the prior beliefs on types, and whether the privacy setting increases or decreases with the introduction of risk depends on the losses experienced by each type and the prior beliefs. We can further characterize the optimal contracts given a risk-averse consumer as compared to a risk-neutral consumer by examining the losses experienced by each of the types and prior beliefs across types [13][14]. For certain distributions of types, particularly ones with a larger probability of high types, social welfare decreases with the introduction of privacy loss risks. The same is true for the power company’s profit. Thus, the presence of privacy loss risks provides the power company an incentive to invest in insurance or security.

In this framework, security and privacy are tightly intertwined. More specifically, any security measure taken by the power company not only reduces its profit but also modifies the privacy metric \( \eta(x) \). We have made initial efforts to understand insurance investment by both the consumer and the power company [14]; however, much remains to be done in terms of understanding the balance between security and insurance. Further, inefficiencies with respect to social welfare motivate an investigation into regulation mechanisms (e.g., subsidies or privacy taxes).

In summary, we have introduced privacy-based service contracts to capture the fact that different consumers value privacy differently, and to balance the utility-privacy trade-off. We have also developed a number of qualitative insights about how social welfare and efficiency are affected by privacy preferences in the population of consumers. At the core of this framework, we combined privacy metrics (detection
theory) with economic tools (game theory) in order to consider not only preferences across privacy but also the following information exchanges: (a) between consumer and power company (e.g., where hidden preferences can cause adverse selection) and (b) between consumer/power company and adversary (privacy metrics).

Next, we discuss the importance of considering such information exchanges more generally in the IoT, as it is being used to facilitate and improve operations within critical infrastructure systems.

**Data market**

Thus far, we have considered the structure of markets to be fixed. However, privacy is a social phenomenon supported by interactions among a variety of agents with differing values, behaviors, priorities, and available information. To understand how privacy evolves in the IoT context, we need to understand the incentives of these agents, the regulatory structure that restricts their actions, and the information available to agents.

In addition, we have analyzed the utility-privacy trade-off in the IoT. As noted, however, privacy is a complex phenomenon, highly dependent on contextual factors and operating across multiple dimensions. We are currently working on connecting the privacy metrics, utility of data analysis, and privacy contracts together in a framework in which we understand the interactions between different categories of actors (see figure 4). By building this ontology, we can move beyond a utility-privacy trade-off consideration of privacy and begin analyzing the sociotechnical system that is evolving from the enabling technologies of the IoT.
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Security and the Internet of Things: When your refrigerator steals your identity

Staff Writer

The often maligned Internet of Things (IoT)-enabled refrigerator has become a symbol for insecurity in the IoT. Although at first glance it may seem laughable that a normal household appliance could be used to launch a cyberattack, the fact is that nontraditional connected devices are becoming the new attack vector for hackers.

The state of IoT security

IoT adoption is forecast to increase dramatically over the next few years. The market research firm International Data Corporation (IDC) predicts that the installed base of IoT endpoints will grow from approximately 9 billion in 2013 to about 28 billion in 2020. This represents a growth rate of 17.5% through 2020, see figure 1 [1]. IoT devices generate vast amounts of data representing everything from medical information to electricity consumption. Protecting the integrity of IoT networks, however, seems to be an afterthought for some device vendors. The current IoT security landscape is reminiscent of the early days of the Internet with most players focused on producing minimally viable products at the expense of security. Many devices do not have security built in, while the ones that do may be hampered by poor update practices and the lack of a unified security standard.
In June 2015, the Open Web Application Security Project (OWASP) published a top ten list of IoT vulnerabilities that underscored the need for a holistic approach for protecting IoT devices. The security pitfalls uncovered by OWASP highlight security failures spanning the IoT ecosystem from the sensor to the user. The number one vulnerability cited was insecure web interfaces. This vector is easily exploitable with the potential to severely impact IoT networks due to data loss, denial of access, and device takeover. Attacks used in this scenario include cross-site scripting (XSS) and Structured Query Language (SQL) injection. The complete list of vulnerabilities includes [2]:

1. Insecure web interface,
2. Insufficient authentication/authorization,
3. Insecure network services,
4. Lack of transport encryption,
5. Privacy concerns,
6. Insecure cloud interface,
7. Insecure mobile interface,
8. Insufficient security configurability,
9. Insecure software/firmware, and
10. Poor physical security.

A 2014 study by Hewlett-Packard (HP) outlined the importance of a security management plan for the IoT. HP released the results of security scans that concentrated on 10 IoT devices including televisions, home thermostats, hubs, home alarms, and door locks. On average, HP found approximately 25 vulnerabilities per device including lax password practices, insecure web interfaces, unencrypted data transfer, and inadequate software protection. Many of the vulnerabilities were found on solutions from companies with no information security background. Also, HP found that 90% of the surveyed devices collected at least one piece of personal data via the device, the cloud, or a corresponding mobile application [3, 4].

Although there are a few devices that perform firmware updates automatically, such as Google’s Nest Thermostat, most IoT endpoints have no official avenue for updating firmware or software—leaving devices vulnerable or placing the responsibility of updating devices on consumers. Push notifications for IoT users may not be an option because smaller manufacturers may not have the capacity to push upgrades due to ignorance of the process, limited security knowledge, or a lack of infrastructure needed to track user purchases. To deal with the update issue, the Chief Security Officer for In-Q’Tel, the Intelligence Community’s strategic investment firm, has suggested that IoT devices either be programmed to “die” at a predetermined time or call for updates regularly as a way to take the burden off of the user [3, 5, 6, 7].

An overarching theme to IoT security seems to be that most devices lack the computing horsepower to accommodate security software. Simplicity, and therefore low cost, is one of the drivers for the high rate of adoption for IoT devices. Simple, purpose-built endpoints are inexpensive, and adding on security management software could reduce adoption by increasing prices and decreasing functionality.

Due to the constraints of IoT devices, a one-size-fits-all approach to security management may not be feasible. Tailoring security options for computing platforms in the home was manageable because of the limited number of connected devices (i.e., laptop, tablet, and smartphone). However, with everything becoming connected, this scenario is quickly becoming unwieldy. Until market-wide security practices are adopted, users may need to weigh the risk of not securing their IoT endpoints against the impact that nonsecure devices will have on their network.
example, a power supplier may want to secure the transmissions of devices deployed in the grid, but protecting a refrigerator’s cyber integrity might not be a high priority.

A viable option for securing IoT endpoints was introduced in 2013 by NSA researchers. The researchers published an online paper describing two families of block ciphers—Simon and Speck. The ciphers are free and open-source algorithms developed specifically for the IoT, meeting the constraints of an IoT solution. Both ciphers can be used for hardware and software; however, Simon is optimized for hardware, while Speck works better with software. Since being published in 2013, the ciphers have not been broken, and both have been submitted to the International Organization for Standardization (ISO) for inclusion in the ISO 29192-2 standard [8]. The next article in this issue of TNW focuses on Simon and Speck; see page 22.

Rogue refrigerators—threats to home networks

As consumers continue to connect IoT devices to their home networks, the aperture for hackers to attack or launch attacks from local networks increases. As discussed above, most IoT devices, especially in the consumer market, are insecure by default, meaning that they come with little to no security options. The devices that do have security “baked in” often require the consumer to take initiative for patches and upgrades to software and firmware, because of vendors’ generally lack of a reasonable upgrade path.

In January 2014, security firm Proofpoint claimed to have discovered a group of consumer devices enlisted into a botnet to send spam. Proofpoint described this network as consisting of approximately 100,000 everyday devices (including televisions and one refrigerator) transmitting more than 750,000 malicious e-mails. While many experts have recommended skepticism about this particular claim, they also maintain this type of botnet is theoretically plausible [9].

Further proof of the existence of an IoT botnet surfaced in September 2014 when Network World reported on a malware kit called Spike that could infect IoT devices and amass them into botnets. These Spike-created botnets were supposedly responsible for distributed denial-of-service (DDoS) attacks in Asia and the US, with one attack peaking at 215 gigabits per second and 150 million packets per second. Antivirus companies cited Linux, Windows, and ARM-based Linux as susceptible to Spike, with the ARM variant able to infect IoT devices [10].

The need for a viable, streamlined method for IoT security updates was dramatically demonstrated by a highly publicized 2014 incident involving the malicious hacking of a baby monitor. A family in Ohio was terrorized by an unknown voice shouting at their daughter, and discovered that the voice emanated from a webcam in the child’s room. Foscam, the company that sold the monitor, had warned users a year earlier to upgrade the camera’s software and change the default password, but this advisory had not trickled down to the Ohio family. In September 2015, information security firm Rapid7 released a study assessing the security of several baby monitors. Of the seven monitors tested, all exhibited some level of vulnerability ranging from information leaks to privilege escalation. After identifying the vulnerabilities, Rapid7 contacted the vendors to report the issue [11, 12].

Telematics—threats to vehicles

In January 2016, market research firm Gartner stated that by 2020 approximately 250,000,000 connected vehicles would be in use worldwide. This represents approximately 10% of an expected 25 billion total connected things by 2020, making cars one of the larger representative samples of the IoT ecosystem. For many, including the National Highway Traffic Safety Administration, this underscores the need for automakers to secure networked vehicles as more and more new vehicles are Internet-enabled [13]. In July 2015, two security researchers remotely hacked a Chrysler Jeep Cherokee. A week later, researchers disclosed the ability to breach General Motors’ OnStar system—unlocking car doors, starting the ignition, and accessing the owner’s e-mail.

Not all attempts at hacking vehicles have been as “successful” as these two examples. Tesla has apparently survived security researchers’ probing a little better than most. Researchers found the Tesla S exhibited some low-level vulnerabilities, but did not believe taking complete control of the vehicle was possible because a gateway separated the entertainment system...
(the launch point for the Jeep attack) from the more vital systems. Another area where Tesla has outmaneuvered its competitors has been in patching the exposed flaws. While Chrysler has required owners to bring in their vehicles for updates, Tesla has pushed an automated update to customers over the air [14, 15].

The Jeep hack is important because it represented a worst-case-scenario of how a connected vehicle could be taken over. Hacking the Jeep’s infotainment system gave the security researchers access to the Controller Area Network (CAN) bus, a system that connects the many intelligent systems in a vehicle. Once the researchers owned the infotainment system, they were able to inject code and gain root privileges, which allowed them to add code to the firmware to send commands to multiple critical systems. The researchers were able to kill the transmission while the vehicle was in operation as well as manipulate the brakes. Even without being able to gain access to the CAN bus, the researchers were able to use their access to the infotainment system to manipulate the radio and wipers and to track the car via Global Positioning System (GPS) data. The most disturbing revelation was that all of this was done remotely over Sprint’s network [15].

These incidents follow an established path of insecurity that many IoT products and implementations travel down—time-to-market over security. However, the automobile industry is making a bid to make connected cars more secure, by creating the Intelligence Sharing and Analysis Center (ISAC). The ISAC will allow automakers worldwide access to information on vulnerabilities and cyber threats to vehicles and associated networks [13, 16].

**Pacemakers and CT scanners—threats to medical devices**

One area of the IoT that is causing major concern for security professionals is connected medical devices. Not only could these devices create a backdoor into a hospital’s or a user’s network, but hacker control of a connected device could be directly hazardous to your health. Hackers are not simply stealing credit card data from the “Bank of Wherever, USA,” they are also frequently stealing medical information. Hackers supposedly value medical data much more than credit card data. Not only can the information be used for blackmail, but in the case of device takeover scenarios, for the deployment of life-threatening ransomware.

Wired magazine recently compiled a list of what it deemed as some of the most concerning connected medical products that hackers may target including drug infusion pumps, insulin pumps, and CT scanning equipment. Malicious actors who gain access to these types of devices could alter the amount of drugs, insulin, or radiation that a patient receives, with deadly consequences. In July 2015, the Food and Drug Administration (FDA) released an alert for Hospira’s Symbiq Infusion System that warned of potential cybersecurity vulnerabilities associated with this infusion pump. However, the alert stated that neither the FDA nor Hospira was aware of any compromises associated with the pump. Finding exploitable medical devices is apparently not that difficult. In some instances, security researchers were able to locate vulnerable medical devices by using Shodan, a search engine for Internet-connected devices. Search terms like “radiology” and “podiatry” uncovered vulnerable devices. Flaws exhibited by discovered devices included configuration errors and unchanged default passwords [17, 18, 19].

Cybersecurity firm TrapX refers to the hacking of medical devices as MEDJACK and released a report citing attacks on equipment such as X-ray equipment, communications systems, and blood gas analyzers (BGAs). In one instance, TrapX found that attackers had used BGAs to gain access to hospital networks and exfiltrate data. The researchers also found the Zeus and Citadel malware variants on the network. Many of the devices were running out-of-date operating systems, which presented an avenue for exploitation. Also, although hospitals use firewalls and antivirus software, IT professionals are not able to detect an attack because most medical devices are closed systems. This leaves the task of securing the devices up to the manufacturer [20].

**Conclusion**

The diverse IoT product ecosystem encompasses anything from toys to smart meters, and in theory any object can be “chipped” and made IoT-enabled. This vast device landscape provides vendors with a lucrative revenue stream and hackers with a broad attack surface for enterprise and consumer networks. In the world of IoT, computers are disguised as everyday things and accordingly are treated like everyday things. When we buy a smart refrigerator for
instance, our first thought is not “Hey, how do I adjust the security settings on this?” but instead “Hey, how do I adjust the temperature in the crisper?” This new generation of computing devices is not thought of as computers, and so securing the data that they collect and or process is often overlooked.
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Abstract
The US National Security Agency (NSA) developed the Simon and Speck families of lightweight block ciphers as an aid for securing applications in very constrained environments where Advanced Encryption Standard (AES) may not be suitable. This paper summarizes the algorithms, their design rationale, along with current cryptanalysis and implementation results.

Introduction
Biologists make a distinction between specialist species, which occupy narrow ecological niches, and generalists, which can survive in a broader variety of environmental conditions. Specialists include Kirtland’s warbler, a bird that only nests in 5–20-year-old jack pine forests, and the koala, which feeds (almost) exclusively on eucalyptus leaves. Generalists such as the American crow and the coyote are able to adapt to a variety of different environments. In a stable world, it’s a good strategy to specialize, but when conditions change rapidly, specialists don’t always fare so well.

The new age of pervasive computing is nothing if not rapidly changing. And yet, in the world of lightweight cryptography, specialists abound. Of course there are important research challenges associated with optimizing performance on particular platforms, and the direction taken by many in the field has been to take on such challenges, generally quite successfully. This can involve optimizing with respect to the instruction set for a certain microcontroller, or designing algorithms for a particular application-specific integrated circuit (ASIC) application (e.g., with hard-wired key or for IC printing), or designing specifically for low-latency applications, and so on.

We would argue that what’s needed in the Internet of Things (IoT) era is not more Kirtland’s warblers and koalas, as wonderful as such animals may be, but crows and coyotes. An animal that eats only eucalyptus leaves, even if it outcompetes the koala, will never become widely distributed. Similarly, a block cipher highly optimized for performance on a particular microcontroller will likely be outcompeted on other platforms, and could be of very limited utility in 15 years when its target platform is obsolete.

Of course it’s hard to get a handle on block cipher performance on devices that don’t yet exist. But what we can do is strive for simplicity, by designing algorithms around very basic operations that are certain to be supported by any future device capable of computation. Simon and Speck aim to be the sort of generalist block ciphers that we think will be required for future applications in the IoT era.

It would be unsatisfactory if we had to defer any discussion of performance because we’re waiting for the arrival of future devices. But we can measure performance on current platforms, and in this paper we demonstrate the sort of performance that is achieved by Simon and Speck on a broad range of existing software and hardware platforms. We emphasize, however, that the main point is not the performance of Simon and Speck with respect to other algorithms on any particular platform. Rather, it’s that by limiting the operations we rely on to a small list that works well in hardware and software, we obtain algorithms that are likely to perform well just about anywhere.

*This paper was presented on 20 July 2015 at the Lightweight Cryptography Workshop sponsored by the National Institute of Standards and Technology (NIST).*
AES and lightweight cryptography

Before focusing our discussion on Simon and Speck, we'd like to better establish the state of play. In particular, we note that quite a lot of effort has gone into reshaping the current go-to block cipher, AES, into a solution for lightweight applications. Indeed, great strides have been made in this direction in the past 15 years or so. ASIC implementations of AES-128 have been developed with an area of just 2400 gate equivalents (GE) [41] and fast software implementations are available for 8-bit [44] and 16-bit [21] microcontrollers.

However, there are limits as to how far these types of adaptations can be pushed. They tend to fall short of what is required for today’s most constrained environments, and surely won’t meet tomorrow’s needs. For example, the consensus has long been that a budget of 2000 GE is all the chip area that might reasonably be allocated for security on the most constrained radio-frequency identification (RFID) tags [36], and this is well out of reach for AES implementations. On microcontrollers, AES implementations can be very fast but they also tend to be large and complex. Implementations that decrease size or complexity certainly exist, but small implementations tend to be complex (and slow), while simple implementations tend to be large (and slow).

One further point about AES: Not every application requires the same high level of security that AES is designed to provide. When resources are scarce, it doesn’t always make sense to lavish them on an algorithm providing 128 (or 192 or 256) bits of security when 96 might suffice. In addition, the AES block size of 128 bits is not always optimal. An RFID authentication protocol may only ask that 64-bit quantities be encrypted, and demanding 128 bits of state when only 64 are necessary can amount to a significant waste of chip area.

These are the principal reasons for the development of new lightweight block ciphers, and many new algorithms have been proposed. Since the limitations of AES are more apparent in hardware than in software, most of the best efforts to date have focused on this aspect of the problem. This work has produced designs including PRESENT [17], KATAN [22], and Piccolo [52], each of which has a very small hardware footprint. But none was meant to provide high performance on constrained software-based devices, e.g., 8- and 16-bit microcontrollers. The designers of LED [35] and TWINE [57] are more intent on supporting software implementations, but these algorithms retain a bias toward hardware performance.

We believe a lightweight block cipher should be “light” on a wide range of hardware- and software-based devices, including ASICs, field-programmable gate arrays (FPGAs), and 4-, 8-, 16-, and 32-bit microcontrollers. Moreover, as noted in [11], many of these devices will interact with a backend server, so a lightweight block cipher should also perform well on 64-bit processors.

It seems clear to us that there is a need for flexible secure block ciphers, i.e., ones which can perform well on all of these platforms. Our aim, with the design of Simon and Speck, is to make this sort of block cipher available for future use.

The Simon and Speck block ciphers

In 2011, prompted by potential US government requirements for lightweight ciphers [e.g., supervisory control and data acquisition (SCADA) and logistics applications] and the concerns with existing cryptographic solutions which we’ve noted above, we began work on the Simon and Speck block cipher families on behalf of the Research Directorate of the US National Security Agency (NSA).

Because our customers will rely on commercial devices, we determined that the only realistic way to make the algorithms available would be to put them in the public domain. Furthermore, because cost will be such an important driver in this area—a fraction of a penny per device may make the difference between whether a cryptographic solution is viable or not—we were motivated to make Simon and Speck as simple, flexible, and lightweight as we could. Our hope was that their availability would make it possible to raise the security bar for future IoT devices.

The development process culminated in the publication of the algorithm specifics in June 2013 [9]. Prior to this, Simon and Speck were analyzed by NSA.
cryptanalysts and found to have security commensurate with their key lengths; i.e., no weaknesses were found. Perhaps more importantly, the algorithms have been pretty heavily scrutinized by the international cryptographic community for the last two years (see, e.g., [1, 2, 3, 4, 5, 6, 7, 15, 16, 20, 24, 25, 27, 29, 30, 37, 42, 47, 51, 53, 56, 59, 60, 62]).

Table 1 summarizes the cryptanalytic results as of this writing that attack the most rounds of Simon and Speck. (We note that the recent paper [7] purports to attack 24 rounds of Simon 32/64. The author informs us that this paper is currently under revision, and we have therefore not included those results in table 1. For more, see the comments regarding this work in [24].) The content of the table is simple: There are no attacks on any member of the Simon or Speck families, and each block cipher maintains a healthy security margin.

### TABLE 1. Security of Simon and Speck.

<table>
<thead>
<tr>
<th>Size</th>
<th>Alg</th>
<th>Rounds</th>
<th>Attacked</th>
</tr>
</thead>
<tbody>
<tr>
<td>32/64</td>
<td>Simon</td>
<td>32</td>
<td>23 (72%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>22</td>
<td>14 (64%)</td>
</tr>
<tr>
<td>48/72</td>
<td>Simon</td>
<td>36</td>
<td>24 (67%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>22</td>
<td>15 (68%)</td>
</tr>
<tr>
<td>48/96</td>
<td>Simon</td>
<td>36</td>
<td>25 (69%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>23</td>
<td>16 (70%)</td>
</tr>
<tr>
<td>64/96</td>
<td>Simon</td>
<td>42</td>
<td>30 (71%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>26</td>
<td>19 (73%)</td>
</tr>
<tr>
<td>64/128</td>
<td>Simon</td>
<td>44</td>
<td>31 (70%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>27</td>
<td>20 (74%)</td>
</tr>
<tr>
<td>96/96</td>
<td>Simon</td>
<td>52</td>
<td>37 (71%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>28</td>
<td>20 (71%)</td>
</tr>
<tr>
<td>96/144</td>
<td>Simon</td>
<td>54</td>
<td>38 (70%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>29</td>
<td>21 (72%)</td>
</tr>
<tr>
<td>128/128</td>
<td>Simon</td>
<td>68</td>
<td>49 (72%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>32</td>
<td>22 (69%)</td>
</tr>
<tr>
<td>128/192</td>
<td>Simon</td>
<td>69</td>
<td>51 (74%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>33</td>
<td>23 (70%)</td>
</tr>
<tr>
<td>128/256</td>
<td>Simon</td>
<td>72</td>
<td>53 (74%)</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>34</td>
<td>24 (71%)</td>
</tr>
</tbody>
</table>

As we see in the table, Simon and Speck are not simply block ciphers, but are block cipher families, each family comprising 10 distinct block ciphers with differing block and key sizes to closely fit application requirements.

We will write Simon $2n/mn$ to mean the Simon block cipher with a $2n$-bit block and $m$-word ($mn$-bit) key. We will sometimes suppress mention of the key and just write Simon 128, for example, to refer to a version of Simon with a 128-bit block. The analogous notation is used for Speck.

The block and key sizes we support are shown in table 2. The range here goes from tiny to large: a 32-bit block with a 64-bit key at the low end, to a 128-bit block with a 256-bit key at the high end.

We note that key lengths below 80 bits or so do not provide an especially high level of security, but they may still be useful for certain highly constrained applications where nothing better is possible.

### TABLE 2. Simon and Speck parameters.

<table>
<thead>
<tr>
<th>Block Size</th>
<th>Key Sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>48</td>
<td>72, 96</td>
</tr>
<tr>
<td>64</td>
<td>96, 128</td>
</tr>
<tr>
<td>96</td>
<td>96, 144</td>
</tr>
<tr>
<td>128</td>
<td>128, 192, 256</td>
</tr>
</tbody>
</table>

The desire for flexibility through simplicity motivated us to limit the operations used within Simon and Speck to the following shortlist:

- modular addition and subtraction, + and −,
- bitwise XOR, ⊕,
- bitwise AND, &,
- left circular shift, $S^j$, by $j$ bits, and
- right circular shift, $S^{-j}$, by $j$ bits.

Speck gets its nonlinearity from the modular addition operation, which slightly favors software performance over hardware. Simon’s nonlinear function is a bitwise AND operation, which tends to favor hardware over software. But modular addition can be computed efficiently in hardware, and similarly, bitwise AND is easy and natural in software.
The round functions for Simon 2n and Speck 2n each take as input an n-bit round key $k$, together with two n-bit intermediate ciphertext words. For Simon, the round function is the 2-stage Feistel map

$$R_k(x, y) = (y \oplus f(x) \oplus k, x),$$

where $f(x) = (Sx \& S^x) \oplus S^2x$ and $k$ is the round key. For Speck, the round function is the (Feistel-based) map

$$R_k(x, y) = ((S^{-\alpha}x + y) \oplus k, S^\beta y \oplus (S^{-\alpha}x + y) \oplus k),$$

with rotation amounts $\alpha = 7$ and $\beta = 2$ if $n = 16$ (block size = 32) and $\alpha = 8$ and $\beta = 3$ otherwise.

The round functions are composed some number of times which depends on the block and key size. See table 1.

Each algorithm also requires a key schedule to turn a key into a sequence of round keys. We briefly describe the key schedules, but refer the reader to [9] for complete details.

For Simon, if we let the key value be $k_0, \ldots, k_{m-1}$ ($m \in \{2, 3, 4\}$ is the number of key words), the sequence of round keys is $k_0, k_1, k_2, \ldots$, where

$$k_{i+2} = k_i \oplus (I \oplus S^{-1})S^{-3}k_{i+1} \oplus C_i,$$

$$k_{i+3} = k_i \oplus (I \oplus S^{-1})S^{-3}k_{i+2} \oplus D_i,$$

$$k_{i+4} = k_i \oplus (I \oplus S^{-1})(S^{-3}k_{i+3} \oplus k_{i+1}) \oplus E_i,$$

depending on whether $m$ is 2, 3, or 4, respectively. The values $C_i, D_i,$ and $E_i$ are round constants which serve to eliminate slide properties; we omit discussion of them here. $I$ is the $n \times n$ identity matrix.

Like Simon, Speck has 2-, 3-, and 4-word key schedules. Speck’s key schedules are based on its round function, as follows. We let $m$ be the number of words of key, and we write the key as $(l_{m-2}, \ldots, l_0, k_0).$ We then generate two sequences $l$ and $k$ by

$$l_{i,m-1} = (k_i + S^{-a}l_i) \oplus i$$

and

$$k_{i+1} = S^\beta k_i \oplus l_{i,m-1}.$$  

The value $k_i$ is the $i$th round key, for $i \geq 0$. Note the round counter $i$ here which serves to eliminate slide properties.

**Design notes**

Efficiency and security are competing goals in cryptographic design, and understanding how to strike the right balance is the primary challenge faced by a designer. If security is not important, efficiency is easy: do nothing! Conversely, if efficiency doesn't matter, then it makes sense to build a round function using the most secure cryptographic components available, and then iterate an absurdly large number of times. But in the real world both of these things matter, and we'd like to design algorithms that are maximally efficient, while still providing the advertised level of security, as determined by the key size.

There is an important intellectual challenge associated with understanding optimally secure cryptographic components such as 8-bit S-boxes. However, we would argue that the way to design efficient cryptography, particularly cryptography for constrained platforms, is to forgo them in favor of very simple components, iterating an appropriate number of times to obtain a secure algorithm. Such simple components are by their nature cryptographically weak, making them unappealing to some designers. But simplicity enables compact implementations, and deciding on appropriate numbers of rounds is possible with analysis.

The question is whether there is something inherently wrong with this approach. It seems clear to us that there isn't: After all, a complex round function can always be factored into a composition of simple functions (transpositions, even), and so every block cipher is a composition of simple functions. It’s just that in general the decomposition into simple functions is not useful to an implementer, because the factors tend to be unrelated, and so there is no associated efficient implementation of the algorithm. Viewed this way, we could imagine that Simon and Speck are based on complex round functions—a “round” in this sense may in fact mean eight of the usual rounds—but we’ve worked to make those complex round functions factor into identical functions, at least up to the translations by round key.

We now discuss in a bit more detail the thinking that went into the design of Simon and Speck.

**Nonlinear and linear components**

Most designers of lightweight block ciphers employ S-boxes to provide nonlinearity; a notable feature of Simon and Speck is their lack of dependence on S-boxes. The appeal of S-boxes is that, when used as a part of a substitution-permutation network (SPN),
they allow for relatively easy security arguments, at least with respect to standard attacks. But for efficiency on constrained platforms, we believe that these sorts of designs are not optimal. We prefer to increase the one-time work necessary to do the cryptanalysis, in order to reduce the every-time work of encryption and decryption.

Lightweight block ciphers often use bit permutations as part of an SPN. The role of these bit permutations is to spread bits around in some optimal manner, and therefore allow SPN-style security arguments. If the target platform is an ASIC this is a perfectly reasonable thing to do, as such permutations are essentially free. But if we care about software implementations at all, then extreme care must be taken to ensure that the bit permutation can be done efficiently on a microprocessor. The bit permutations we use are all circular shifts, which are easy to effect on just about any platform. While we lose something in diffusion rates as compared with more general bit permutations, we are able to achieve significant improvements in software performance, even when increased round numbers are factored in.

One might argue that arbitrary bit permutations are fine in software, because efficient bit-sliced implementations are possible. However, it doesn’t seem wise to rely on these, as they have drawbacks—including relatively expensive data transpose operations on the plaintext and ciphertext, and the inability to efficiently encrypt single plaintext blocks (and single encryptions will be necessary for many lightweight communication and authentication protocols). In addition, the code size and the random-access memory (RAM) requirements tend to be quite large, making such implementations unsuitable for some lightweight applications.

**Parameters**

Both Simon and Speck are equipped with a single set of rotation parameters for all variants (with the exception of the smallest version of Speck, which has its own set of parameters). Besides allowing a succinct description of the family, this uniformity helps reduce the risk of coding errors whereby a programmer might mistakenly use the Simon 64/128 parameters, say, for Simon 128/128.

Many microcontrollers only support shifts by a single bit; the result is that a rotation by two bits is twice as expensive as a rotation by one bit. On the other hand, 8-bit rotations tend to be easy on 8-bit microcontrollers, as they correspond to simple relabelings of registers, and well supported through byte-swap or byte-shuffle operations on machines with larger word sizes. So for efficiency on a variety of software platforms, it’s best to keep rotation amounts as close to multiples of eight as possible.

The Simon and Speck rotation amounts were carefully chosen with this consideration in mind. Both algorithms employ 8-bit rotations, and the other rotations used are as close to multiples of eight as we could make them, without sacrificing security.

**In-place operations in software**

Speck’s superior performance in software is due in part to the fact that it’s possible to implement it entirely with in-place operations, and so moves are unnecessary. This can be seen in the following pseudocode for a round of Speck:

\[
\begin{align*}
x &= \text{RCS}(x, \alpha) \\
x &= x + y \\
x &= x \oplus k \\
y &= \text{LCS}(y, \beta) \\
y &= y \oplus x
\end{align*}
\]

Simon requires some moves, because multiple operations are done on a single word of intermediate ciphertext, and copies need to be made. This fact (combined with the fact that Simon uses a weaker nonlinear function than Speck, and so more rounds are required) makes Speck outperform Simon in software.

**Encrypt/decrypt symmetry**

To enable compact joint implementations of the encryption and decryption algorithms, it’s best to make encryption look like decryption. Simon decryption can be accomplished by swapping ciphertext words, reading round keys in reverse order, and then swapping the resulting plaintext words.

We note that Simon beats Speck in this regard (Speck decryption requires modular subtraction, and the rotations are reversed), because its Feistel stepping
performs all operations on one word, which is precisely why its software implementations required moves.

**Key schedule considerations**

Speck's reuse of the round function for key scheduling allows for reductions in code size and improves performance for software implementations requiring on-the-fly round key generation.

Because Simon was optimized for hardware, it does not take advantage of this software-oriented optimization. Instead, it uses a key schedule which was designed to be a little lighter than the round function.

Of course it is possible to have key schedules even simpler than the ones we have used for Simon and Speck; for example, one can produce round keys simply by cycling through key words. This leads to the possibility of "hard-wiring" the key in an ASIC implementation, thereby saving considerably on area by eliminating any flip-flops needed for holding the key. But such an approach, when used together with very simple round functions, can lead to related-key issues, and we therefore avoided it.

We believe the ability to use hard-wired key is of limited utility, and it runs counter to our flexibility goal by optimizing for a particular sort of use, perhaps to the detriment of other uses in the form of increased numbers of rounds or cryptanalytic weaknesses. Our key schedules do the minimal mixing that we thought would eliminate the threat of related-key attacks.

Both block ciphers include round constants, which serve to eliminate slide issues. Speck, where design choices were made to favor software over hardware, uses one-up counters. Simon achieves a small savings in hardware (at a small cost in software) by using a sequence of 1-bit constants generated by a 5-bit linear register.

As a final point, we omit plaintext and ciphertext key whitening operations, as such operations would increase circuit and code sizes. This means that the first and last rounds of the algorithms do nothing cryptographically, beyond introducing the first and last round keys.

We conclude this section by pointing to some work that we think helps to validate our approach to the design of Simon and Speck. Designing an algorithm to perform well on a particular platform is a straightforward proposition; we believe the real test is performance on *unintended* platforms, in particular platforms which may not even exist today.

As we've noted, it's hard to get a handle on an issue like this, but we have one data point that's interesting: Because of its simplicity (more precisely, its low multiplicative depth), Simon has been picked up by more than one team [23, 38] for use in the decidedly non-lightweight world of homomorphic encryption.

**Implementations on constrained platforms**

In this section, we quickly summarize implementation results for Simon and Speck on constrained platforms, beginning with ASICs and FPGAs, and then moving on to microcontrollers.

**ASICs**

Until recently, designers of lightweight cryptography primarily took aim at ASIC performance. As a result, there are a number of excellent ASIC designs (see table 3), all of which can be implemented with substantially less area than the 2400 GE required by AES. Much of this improvement is possible because of the hardware complexity of AES components, in particular its S-box. But a significant gain comes from the recognition that a 128-bit block size is not always required for constrained applications, and there is a considerable area savings to be had by reducing to a 64-bit block.

As we've noted, care must be taken with an ASIC design, or else software performance can suffer. Software performance is indeed a weakness of a number of existing algorithms. Simon and Speck have improved on the state of the art for hardware implementation, while also offering leading software performance.

Simon has ASIC implementations with the smallest areas achieved to date, when compared with block ciphers with the same block and key size and with flexible key. This is because the logic required for a bit-serial implementation (meaning that only one bit of the round function is computed per clock cycle)
is minimal: Computing a bit of the round function requires just one AND and three XORs, and so there isn't much room for further improvement. There is of course additional logic required for control (which we've also worked to minimize), and a few XORs are needed in the key schedule, etc., but for the smallest implementations, almost all the area is used by the flip-flops required to store the state.

Because the logic required to compute a bit of the round function is so small, implementations of Simon scale nicely: Two bits or more can be updated in one clock cycle with minimal impact on area.

Speck is not far behind Simon with respect to small ASIC implementations. The primary differences are that Simon's AND gets replaced with a full adder, and some additional multiplexing is required because of how the state updates. Its area also scales well, but not quite as well as Simon's.

In the remainder of this section, we provide area and throughput data to illustrate the ASIC performance of Simon and Speck.

Our ASIC implementations were done in Very high-speed integrated circuit Hardware Description Language (VHDL) and synthesized using Synopsys Design Compiler 11.09-SP4 to target the ARM SAGE-X v2.0 standard cell library for IBM's 8RF 130 nanometers (nm) (CMR8SF-LPVT) process.

Worst-case operating conditions were assumed. We did not proceed to place and route: In an actual chip there will be interconnect delays that haven't been accounted for, and these delays will likely significantly affect clock speeds. But we note that most work in this field—in particular the work cited in this paper—uses this approach, similarly ignoring interconnect delays, so this shouldn't bias our comparisons.

The smallest flip-flop available to us had an area of 4.25 GE. For a block cipher with a 64-bit block and 128-bit key, this means at least $4.25 \times 192 = 816$ GE are required for flip-flops. Our bit-serial implementations of Simon 64/128 and Speck 64/128 have areas of 958 GE and 996 GE, respectively. This means that they require (at most) $958 - 816 = 142$ GE and $996 - 816 = 180$ GE, respectively, for all the logic required to compute the round function, key schedule, and do the control, which includes loading the plaintext and reading out ciphertext. And of the 142 GE not devoted to storing the cipher and key for Simon 64/128, $11 \times 4.25 = 46.75$ GE, or about a third, are flip-flops needed to count rounds in order to signal the end of encryption.

Table 3 compares size-optimized ASIC implementations of Simon, Speck, and some other prominent block ciphers, listing the area and throughput at a fixed 100 kHz clock rate. Note that we show our absolute smallest implementations of Simon and Speck, with correspondingly low throughputs. Throughputs can be doubled, quadrupled, etc., for small area increases. See [9] for data regarding additional implementations. For example, quadrupling the throughput for Simon 128/128 and Speck 128/128 increases the area by just 29 GE and 116 GE, respectively.
An important caveat is that these comparisons consider implementations done by different authors, with perhaps different levels of effort, and using different cell libraries, so it’s hard to make really meaningful inferences regarding small differences in the table.

Large differences, on the other hand, are meaningful, and comparing Simon and Speck with AES shows the dramatic savings possible with a lightweight block cipher. At the same security level, Simon and Speck nearly halve AES’s 2400 GE area to 1234 and 1280 GE, respectively. Keeping the same 128-bit key size and reducing the block size to 64 bits further drops the areas to 958 and 996 GE. Using smaller block or key sizes results in even greater area reductions.

Some applications won’t require areas to be minimized; rather it may be important to maximize efficiency [throughput divided by area, in kilobits per second per GE (kbps/GE)]. The implementations in table 3 have low efficiency, but efficiency can easily be raised by doing additional computation during each clock cycle, in effect to begin to amortize away the fixed cost of storing the state. The flexibility of Simon and Speck mean that many sorts of implementations are possible. See the section in this article on implementations on higher-end platforms for data regarding efficient implementations; in particular implementations which compute a full round per clock cycle, and implementations which fully unroll the algorithms.

We conclude this section by discussing latency, i.e., the time required to encrypt one plaintext block. Low-latency implementations of block ciphers have recently been much discussed; the leading voices have been the authors of [19]. The algorithm they propose, PRINCE, is a clever design which can encrypt in one clock cycle at the impressively small area of 8679 GE [19]. (We note that registers were not counted in this total, and a real system would probably need to register the data, thus increasing the area by about 10% to around 9500 GE.) The recent paper [39] increases the area to 9522 GE (about 10500 GE counting registers), but achieves a record latency of 22.9 nanoseconds (ns).

It would appear that Simon and Speck are not low-latency designs, because they require many rounds. However, because of their simplicity, it’s possible to compute multiple rounds per clock cycle, while maintaining reasonably good clock speeds. Indeed for Simon 64/128, we’ve found an implementation (at the same 130 nm feature size used in [39]) that almost exactly matches PRINCE’s latency and area; it implements the combinational logic for five rounds, and encrypts in \( \frac{27}{3} + 1 = 10 \) cycles. In spite of its need to compute carry chains, Speck can get within a factor of 2.5 of PRINCE’s latency, at a much smaller area. (Three rounds are computed per clock cycle, for a total of 10 cycles—our current Speck implementation requires a load cycle, which it should be possible to eliminate with a little more work.) Of course these are not single-cycle implementations, but we don’t see a compelling case that such implementations are necessary, particularly at what seem to be artificially constrained clock speeds, and on the sort of devices considered in [39] where clocks are easy to generate. See table 4, where one Speck and two Simon implementations are shown; many other latency/area trade-offs are possible but are omitted here.
**FPGAs**

We've shown that it's possible to realize considerable reductions in ASIC area by using Simon or Speck instead of an algorithm such as AES. The advantages of Simon and Speck become even more pronounced on FPGA platforms.

In this section, we briefly discuss implementations of the algorithms on the Spartan-3, a low-end FPGA which is often used by cryptographers for comparisons. Table 5 presents some of these results for AES and PRESENT, alongside results for our algorithms.

On this platform, the smallest reported implementation of AES-128 requires 184 slices [26]. Remarkably, Simon 128/128 can be implemented in just 28 slices (15% of the size of AES), and Speck 128/128 can be done in 36 slices (20% of AES’s size). Comparisons with PRESENT also show dramatic area reductions: PRESENT-128 requires 117 slices; the comparable Simon 64/128 and Speck 64/128 algorithms require 24 and 34 slices—21% and 30% of the area—respectively.

If higher throughputs are required, area reductions are still possible, as can be seen in table 5.

Other authors have reported Simon implementation results [8, 13, 34, 49] which are in line with our results, and extend them. In [34], it is shown that a joint implementation of all 10 versions of Simon can be done using 90 slices on the Spartan-3, which is about half the size of a single AES-128 implementation. The 87-slice implementation of Simon 128/128 described in [49] provides resistance to first-order differential power analysis, again at about half the area of an unprotected AES-128 implementation.

---

1. We define efficiency to be encryption throughput in bytes per cycle, divided by ROM+2 · RAM. See [10].
2. We note that there is a faster bit-sliced implementation of PRESENT [45], which encrypts at 370.875 cycles per byte, plus about 40 cycles per byte for data transposition operations. But it’s much larger, requiring 3816 bytes of ROM and 256 bytes of RAM.
throughput because of how round numbers scale. Moreover, Speck 64/128, which has the same key size as AES-128, but a smaller block, is both smaller and slightly faster than AES-128.

On the 16-bit MSP430, Speck is the highest inefficiency and throughput. It is 23% faster than AES, uses no RAM and 81% less ROM. In [21] this performance advantage resulted in a 35% lower energy consumption compared to AES. Speck 64/128 consumes even fewer resources for the many applications where a smaller block size is acceptable.

Others’ work supports our conclusions. In [28], C implementations of AES, Simon 64/96, Speck 64/96, and 10 other lightweight algorithms are compared on the 8-bit AVR, 16-bit MSP430, and 32-bit ARM Cortex-M3 microcontrollers. Algorithms were ranked in two usage scenarios using a figure of merit balancing performance, RAM, and code size across the three platforms. Speck and Simon place first and fourth in a large data scenario and first and second in a scenario involving encryption of a single block.

On the 32-bit ARM processor, the authors of this paper find Speck and Simon to be simultaneously the smallest and fastest block ciphers for both of the scenarios they consider. We point out, however, that their C implementations of AES are faster than those of Speck on the 8-bit and 16-bit platforms by about a factor of two, presumably due to the GNU C compiler’s poor handling of rotations. Implementing the rotations in assembly should lead to greatly improved performance for our rotation-dependent designs.

It is our opinion that for lightweight applications on microcontrollers, if high performance is important, then Simon and Speck should be coded in assembly: Because of the simplicity of the algorithms, these implementations are pretty straightforward, and they can improve performance by up to a factor of five over C implementations. Details on such implementations on the AVR microcontroller can be found in [10].

### Implementations on higher-end platforms

Constrained devices will need to communicate with other, similar devices, but will also need to communicate with higher-end systems. These systems may perform functions such as aggregating sensor or inventory data. To facilitate these sorts of interactions

---

**TABLE 6. Assembly implementations on the 8-bit AVR ATmega128 and 16-bit MSP430 microcontrollers.**

<table>
<thead>
<tr>
<th>Size</th>
<th>Algorithm</th>
<th>AVR ROM (bytes)</th>
<th>RAM (bytes)</th>
<th>Cost (cyc/byte)</th>
<th>MSP430 ROM (bytes)</th>
<th>RAM (bytes)</th>
<th>Cost (cyc/byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64/80</td>
<td>PRESENT [31]</td>
<td>936</td>
<td>0</td>
<td>1340</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>64/128</td>
<td>Speck</td>
<td>218</td>
<td>0</td>
<td>154</td>
<td>204</td>
<td>0</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>Simon</td>
<td>290</td>
<td>0</td>
<td>253</td>
<td>280</td>
<td>0</td>
<td>177</td>
</tr>
<tr>
<td></td>
<td>TWINE [40]</td>
<td>1208</td>
<td>23</td>
<td>326</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>128/128</td>
<td>Speck</td>
<td>460</td>
<td>0</td>
<td>171</td>
<td>438</td>
<td>0</td>
<td>105</td>
</tr>
<tr>
<td></td>
<td>AES-128 [10]</td>
<td>970</td>
<td>18</td>
<td>146</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Simon</td>
<td>760</td>
<td>0</td>
<td>379</td>
<td>754</td>
<td>0</td>
<td>389</td>
</tr>
</tbody>
</table>

**Efficient Implementations**

| 64/128 | Speck     | 628             | 108          | 122             | 556                | 0           | 89              |
|        | Simon     | 436             | 176          | 221             | 324                | 0           | 153             |
| 128/128| AES-128 [21, 43] | 1912            | 432          | 125             | 3147               | 176         | 132             |
|        | Speck     | 452             | 256          | 143             | 602                | 0           | 101             |
|        | Simon     | 510             | 544          | 337             | 1108               | 0           | 379             |

**Fast Implementations**
and in particular to support efficient communication with large numbers of constrained devices, lightweight algorithms will need to perform well on both lightweight and "heavyweight" platforms.

**High-throughput ASIC implementations**

Table 7 shows a sample of higher-throughput implementations on the same 130 nm ASIC process used to generate the Simon and Speck data in table 3. Decryption is not supported in these implementations, but for Simon, in particular, it could be added at low cost due to the similarity of the encryption and decryption algorithms.

For each algorithm and block/key size, we present an iterative and two fully pipelined encryption implementations. In the iterative case, a single copy of the round function is used to loop over the data for a number of cycles equal to the total number of rounds.

In the fully pipelined case, a number of copies of the round function equal to the number of rounds is implemented, with registers in between. This allows a complete block of ciphertext to be output every clock cycle, once the pipeline is full. One of the fully pipelined implementations is key-agile, meaning that every plaintext block to be encrypted can have its own associated key. The second fully pipelined implementation is not key-agile: It saves area by requiring that all blocks in the pipeline use the same key, so that only one instance of the key schedule is necessary, rather than one for each level of the pipeline. Changing key for this second sort of implementation requires the new round keys to be loaded and the pipeline to be flushed.

The flexibility of Simon and Speck enables all sorts of implementations in between these performance extremes (e.g., iterated versions computing multiple rounds per clock cycle, and pipelined implementations with multiple rounds between stages), but we do not have the space to include those results here.

Simon and Speck have compelling advantages for high-throughput ASIC applications. This seems clear,

<table>
<thead>
<tr>
<th>Size</th>
<th>Algorithm</th>
<th>Area (GE)</th>
<th>Throughput (Mbps)</th>
<th>Efficiency (kbps/GE)</th>
<th>Clock (MHz)</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>64/128</td>
<td>Simon</td>
<td>1751</td>
<td>870</td>
<td>497</td>
<td>625</td>
<td>iterative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44322</td>
<td>34243</td>
<td>773</td>
<td>535</td>
<td>key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>35948</td>
<td>45070</td>
<td>1254</td>
<td>704</td>
<td>non-key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2014</td>
<td>634</td>
<td>315</td>
<td>307</td>
<td>iterative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>48056</td>
<td>23908</td>
<td>498</td>
<td>374</td>
<td>key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39992</td>
<td>29722</td>
<td>743</td>
<td>464</td>
<td>non-key-agile pipeline</td>
</tr>
<tr>
<td>128/128</td>
<td>Simon</td>
<td>2342</td>
<td>1145</td>
<td>489</td>
<td>626</td>
<td>iterative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>146287</td>
<td>106961</td>
<td>731</td>
<td>836</td>
<td>key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>104790</td>
<td>87798</td>
<td>838</td>
<td>686</td>
<td>non-key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3290</td>
<td>880</td>
<td>268</td>
<td>234</td>
<td>iterative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>98003</td>
<td>41531</td>
<td>424</td>
<td>324</td>
<td>key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>86976</td>
<td>52162</td>
<td>600</td>
<td>408</td>
<td>non-key-agile pipeline</td>
</tr>
<tr>
<td>128/256</td>
<td>Simon</td>
<td>3419</td>
<td>1081</td>
<td>316</td>
<td>625</td>
<td>iterative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>233204</td>
<td>100078</td>
<td>429</td>
<td>782</td>
<td>key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td>Speck</td>
<td>110875</td>
<td>87193</td>
<td>786</td>
<td>681</td>
<td>non-key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5159</td>
<td>1287</td>
<td>249</td>
<td>382</td>
<td>iterative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>163770</td>
<td>51705</td>
<td>316</td>
<td>404</td>
<td>key-agile pipeline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>97432</td>
<td>52056</td>
<td>534</td>
<td>407</td>
<td>non-key-agile pipeline</td>
</tr>
</tbody>
</table>
even in view of the difficulties inherent in comparing implementations using different technologies and libraries. As a point of comparison, we consider the CLEFIA block cipher. The designers of that algorithm report on a joint implementation [55] of the encryption and decryption algorithms which has an efficiency of 401, using a 90 nm technology [9339 GE, 3.74 gigabits per second (Gbit/s) at 572 megahertz (MHz)]. This is excellent performance relative to other block ciphers; indeed CLEFIA realizes the “world’s highest hardware gate efficiency” [54].

We did ASIC implementations of Simon and Speck at this same 90 nm feature size. (Note that these results are not reported in table 7, where the feature size is 130 nm.) Speck has a 8089 GE (encrypt-only) implementation, running at 1.404 gigahertz (GHz), for a throughput of 10.6 Gbit/s and an efficiency of 1307. Simon is even better: For 8011 GE, an encrypt-only version runs at 3.066 GHz, for a throughput of 17.1 Gbit/s and an efficiency of 2130. There may be differences in cell libraries, etc. (and we note again that interconnect delays are not considered in our work or in the CLEFIA work), but a factor of 2130/401 > 5 improvement is surely significant.

x86 and ARM implementations

We have recently studied implementations of Simon and Speck as stream ciphers in counter mode on several higher-end 32-bit and 64-bit processors. These processors are likely to be used in systems such as smartphones, tablets, and servers communicating with constrained devices. We considered the 32-bit Samsung Exynos 5 Dual (which includes NEON SIMD instructions), based on an ARM Cortex-A15, and two 64-bit Intel processors: the Xeon E5640 and Core i7-4770, representing the Westmere and Haswell architectures, respectively. Performance was benchmarked using SUPERCOP [12], making for fair comparison with the performance of highly optimized implementations of AES and ChaCha20, in particular. The Simon and Speck code, all written in C, is available on GitHub [63]. Figure 2 illustrates the detailed data produced by SUPERCOP.

The overall results are similar on the ARM and the x86 platforms. The C implementations of Simon have better overall performance than the C implementations of AES for 256-bit keys and slightly worse performance for 128-bit keys. The C implementations of Speck 128/256 have better overall performance than the best C implementations of ChaCha20, a stream cipher especially noted for its speed.

Finally, we note that extremely high-performance instantiations of AES are possible on certain processors, for example using Intel’s hardware AES-NI instructions. Despite this, Speck in software can come close to matching this high performance: On the Haswell
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architecture our C implementation of Speck 128/256 is only 33% slower than the AES-NI version of AES 256.

**Side-channel mitigations**

The most secure algorithm can become vulnerable to attack if it is implemented in a way that leaks information because power usage or execution time (or something else) is correlated to secret key values. Understanding these sorts of side-channels and how to eliminate them is an important line of research, and it's particularly relevant for constrained devices, which tend to lack physical countermeasures.

We very briefly discuss side-channel attacks and mitigations, and note some work in this area involving Simon and Speck.

One sort of side-channel attack exploits key-dependent variations in encryption times to recover secret information. Algorithms which are implemented using look-up tables, e.g., AES, on processors with cache memory can be particularly vulnerable to these cache-timing attacks [18]. Since Simon and Speck have no look-up tables, they are naturally immune to this type of attack.

Perhaps the most important type of side-channel attack uses key-dependent power emanations. Implementations of block ciphers typically are susceptible to such differential power analysis (DPA) attacks unless countermeasures are taken. Because of Simon's low-degree round function, masking countermeasures are especially efficient; see [49, 50]. In particular, the second of these papers demonstrates a threshold implementation of Simon 128/128 which provides resistance to first-order DPA for 87 slices on a Spartan-3 FPGA. This makes it less than half the size of the smallest reported unprotected Spartan-3 implementation of AES, and 25% smaller than unprotected implementations of PRESENT-128. (And PRESENT-128 is not exactly a comparable algorithm, since it has a block size of 64 bits, and the version of Simon they consider has a block size of 128 bits.)

We are not aware of similar work to protect Speck, but there are other countermeasures that apply equally to both Simon and Speck. One such measure aims to confound DPA by partially unrolling an algorithm [14]. We've done such implementations of Simon and Speck, but don't have the space in this paper to discuss them. Briefly, for the 64-bit block and 128-bit key size, there is an ASIC implementation of Simon that computes four full rounds per clock cycle and requires 3290 GE. A similar implementation of Speck computes three rounds per clock cycle and has an area of 3120 GE. We have not done side-channel analysis for these implementations.

Another mitigation uses frequent key updating [58]. The tiny hardware implementations of Simon and Speck in tables 3 and 5 are key agile, meaning the key can be changed with each run without incurring a significant performance penalty, and so they would be good candidates for use with this strategy.

**Conclusion**

We have sought in this paper to demonstrate the sort of performance that Simon and Speck can achieve. Most importantly, Simon and Speck have an edge over other algorithms not in terms of head-to-head comparisons on particular platforms (although it appears that on most platforms one of Simon or Speck is the best existing algorithm, and the other is not far behind), but by virtue of their flexibility. This flexibility is a consequence of the simplicity of the designs, and means the algorithms admit small ASIC, FPGA, microcontroller, and microprocessor implementations, but can also achieve very high throughput on all of these platforms. Their flexibility makes Simon and Speck ideal for use with heterogeneous networks, where algorithms optimized for particular platforms or usages will not be appropriate.

The simplicity of Simon and Speck has additional benefits. First, they are very easy to implement, and efficient implementations can be had for minimal work; this is in marked contrast to the situation for algorithms such as AES, where a decade of research was required to find near-optimal implementations. Coding errors are much easier to avoid for simple algorithms. In addition, simplicity enables relatively cheap side-channel mitigations, and makes the algorithms attractive for unanticipated uses (such as homomorphic encryption). Last, but not least, simplicity makes the algorithms attractive targets for cryptanalysis. Complexity in this regard presents a barrier to entry, and this tends to limit the amount of scrutiny that
an algorithm receives. Because of their simplicity (and perhaps because of their source!), Simon and Speck have been quite thoroughly vetted by the cryptographic community in the two years since their publication.

Simon and Speck are also unique among existing lightweight block ciphers in their support for a broad range of block and key sizes, allowing the cryptography to be precisely tuned to a particular application.

We are hopeful that the approach we have taken to the design of Simon and Speck means they will continue to offer high performance on tomorrow’s IoT devices.

---

**Bibliography**


[40] Minematsu K. “TWINE block cipher.” Personal communication regarding results from [57], July 2014.
[45] Osvik DA. “Fast implementations of AES on various platforms.” Personal communication regarding results from [44], June 2014.
[54] Sony Corporation. “CLEFIA: The 128-bit block cipher.” Available at: http://www.sony.net/Products/cryptography/clefia/.


[64] Yalla P and Kaps J-P. “Lightweight cryptography for FPGAs.” In Reconfigurable Computing and FPGAs, ReConFig ’09; 2009 Dec 9-11 Cancun, Mexico; p. 225–230, IEEE; December 2009. doi: 10.1109/ReConFig.2009.54.


Smart cities are those urban environments working to leverage Big Data and automation through the use of information and communication technologies (ICT) to enhance inhabitants’ living conditions. (In the United States, some county-level governments have also established “smart city” programs.) Because each region has established varied infrastructure, communication, and urban services goals, the program criteria used in the selection of these smart cities included (see bottom of next page):
- Low-carbon economy initiatives
- Smart urban transit systems
- Telematics and vehicle-to-grid (V2G) technologies
- Emergency services programs
- Expansion of wireless communication services
- Sustainable energy programs
- Internet of Things and smart city solutions research and development partnerships with leading universities


NSA’s NiFi available via open source, improves flow of Big Data

In recent years, NSA has used open-source software (OSS) releases as an important way to move technology to the marketplace. These releases help NSA promote technologies’ further development by opening them up to global review; they also help industry spur economic growth by building the OSS into products and services.

To date, one of NSA’s most successful OSS releases is NiagaraFiles (NiFi), a platform that eliminates artificial delays in identifying and transmitting critical, high-volume data across multiple networks. By automating and prioritizing data flows, NiFi responds to the technical and regulatory challenges Big Data has created for the public and private sectors alike.

NiFi was originally developed for NSA mission use but can help all kinds of organizations control, manage, and analyze data flow more quickly and effectively, even across geographically dispersed sites. This in turn supports real-time business intelligence—comprehensive situational awareness based on data-in-transit supporting corporate decision-making.

With the help of the NSA Technology Transfer Program (TTP), inventor Joe Witt released NiFi to the Apache Software Foundation incubator in November 2014. NSA had previously worked with Apache on the OSS release of the Agency’s Accumulo project for data storage and retrieval. Apache NiFi was quickly elevated to a “top level” project, the highest status, indicating a mature technology with an active community. So far, more than 60 nonfederal OSS contributors have developed new features, which NSA could choose to integrate into its own NiFi usage.

Joe Witt left NSA shortly after the technology’s release to start Onyara, a firm built around Apache NiFi; the company grew rapidly to 10 employees. In August 2015, less than a year after NiFi’s release, Onyara was acquired by Hortonworks, a Silicon Valley technology firm. Hortonworks’ DataFlow product, powered by Apache NiFi, is its platform for data-in-transit, to complement Hadoop as the platform for data-at-rest. The rapid commercial success and industry adoption show the significant downstream benefits generated by NSA technology.

To learn more about technology transfer activities at NSA, please contact the TTP at tech_transfer@nsa.gov or 1-866-680-4539.
Consumers’ security fears are curtailing IoT sales

Although consumers flocked to the gadget-laden Consumer Electronics Show (CES 2016), held in Las Vegas, Nevada from 6–9 January, a recent survey by Accenture suggests that fears about security may keep them away from IoT devices. The study was conducted between October and November 2015, with 28,000 consumers in 28 countries participating. Forty-seven percent of participants cited privacy and security concerns as a barrier to adoption of IoT products. Price and ease of use were also cited as reasons for not adopting new technology.

The study also found that of consumers who are aware of recent security breaches, about 66% were less likely to adopt or keep an IoT device. Of these persons, 18% stopped using such a product until better security could be guaranteed because the risk of ownership was not worth the potential reward. An additional 24% reported delaying a purchase until security improves.

Levels of concern vary. Thirty-seven percent of participants said they would be more cautious when using an IoT device, while 21% said they are not concerned about security breaches and hackers.


Homeland Security thinks start-ups are best source for IoT security solutions

The Department of Homeland Security (DHS) wants to be able to detect all devices connected to its network in a particular location, such as an airport, and thinks start-ups know how to do it. DHS, which in 2015 set up an office in Silicon Valley, is looking for companies whose technology not only detects devices and sensors, but also verifies and authenticates them, prevents spoofing, and updates devices’ security systems. Ideally, the system would map out the location of those devices, work well for nontechnical users, and not disrupt other devices.

As part of its plan to entice start-ups, in December 2015 the Agency unveiled plans to use small, short-term technology contracts to bypass the lengthy administrative process associated with traditional contracting. This would involve small awards ($50,000 to $200,000) to companies for three- to six-month performance periods. According to the notice, a project that gets four rounds of funding could get up to $800,000 over 24 months, at the end of which the technology could be deployed for testing or acquired by another group. DHS also plans to use the new contracting system to collect technology related to first responders, aviation and drone security, and fighting biological threats.

For more information, visit http://www.nextgov.com/emerging-tech/2016/01/dhs-think-start-ups-know-how-best-protect-internet-things/124888/.
Nokia’s IoT security tool takes in the whole network

Nokia is taking the principle of “united we stand” to the IoT with a platform that can harness systems from multiple vendors for network-wide security. The company’s NetGuard Security Management Center is designed to monitor and control all the security components on a network. This will help carriers and other IoT service providers take a more holistic approach to preventing and responding to attacks. NetGuard will be demonstrated at the Mobile World Congress in Barcelona and is expected to ship later this year.

NetGuard is a new product, mostly software, intended for any large organization that operates an IoT application, collects the data from IoT end nodes, or is building connectivity for an IoT network. The platform monitors all IoT devices, analyzes activity using a malware database from F-Secure, draws correlations between events in different parts of the network, and can set security parameters to minimize the chance of successful attacks. There is a decision-making engine that can automatically configure security settings and decide how to respond to threats. Alternatively, administrators can just monitor all network security information on a unified dashboard and make changes manually.


ITU to develop IoT standards

Members of the International Telecommunications Union (ITU) have established a new ITU-T Study Group to address the standardization requirements of IoT technologies, with an initial focus on IoT applications in smart cities. ITU-T Study Groups develop international standards (ITU-T Recommendations) that underpin the interconnection and interoperability of ICT networks and devices.

The new group is titled “ITU-T Study Group 20: IoT and its applications, including smart cities and communities.” It will be responsible for international standards to enable the coordinated development of IoT technologies, including machine-to-machine communications and ubiquitous sensor networks. The group will develop standards that leverage IoT technologies to address urban-development challenges. A key part of this study will be the standardization of end-to-end architectures for the IoT and mechanisms for the interoperability of IoT applications and data sets employed by various vertically oriented industry sectors.

The decision to create a new ITU-T Study Group was made by the Telecommunication Standardization Advisory Group (TSAG) at its meeting at ITU headquarters in Geneva, 2–5 June 2015. TSAG has the authority to modify ITU-T’s structure and work program between quadrennial World Telecommunication Standardization Assemblies, giving ITU-T the agility required to reflect the changing priorities of its membership.

In May 2015, Dubai became the world’s first city to assess the efficiency and sustainability of its operations using the key performance indicators developed by the ITU-T Focus Group on Smart Sustainable Cities (FG-SSC). The two-year pilot project will evaluate the feasibility of the indicators with the aim of contributing to their international standardization.

Machina Research: M2M’s share of roaming doubled in 12 months

A new study from Starhome Mach and Machina Research said mobile network operators should pay more attention to the impact of machine-to-machine (M2M) roaming on their networks, as M2M’s share of roaming doubled in the last 12 months. Machina Research estimates that there are now 350 million cellular-based connections worldwide, and it expects this to grow to 1.3 billion over the next five years. The company added, however, that the proportion of M2M connections accounted for by roaming is growing even faster.

Though this growth is good news for network operators, caution is required in analyzing the market implications. Roaming M2M devices have different usage profiles from human roamers; some devices are heavy users of data, but

IoT spending expected to reach nearly $1.3 trillion in 2019

According to a new International Data Corporation (IDC) Spending Guide, worldwide spending on the IoT will grow at a 17% compound annual growth rate (CAGR) from $698.6 billion in 2015 to nearly $1.3 trillion in 2019.

Asia/Pacific is the clear leader in IoT spending, with more than 40% of the worldwide total in 2015. North America and Western Europe are the second and third largest regions, with combined spending of more than $250 billion in 2015. The regions expected to experience the fastest growth in IoT spending over the five-year forecast period are Latin America (26.5% CAGR), followed by Western Europe and Central and Eastern Europe.

Manufacturing and transportation led in worldwide IoT spending, with 2015 totals of $165.6 billion and $78.7 billion, respectively. Over the next five years, industries forecast to have the fastest IoT spending growth will be insurance (31.8% CAGR), healthcare, and consumer. The fast-expanding consumer IoT market will be the third largest spending category by the end of the forecast period.

In addition to use cases identified above, “connected vehicles” was among the fastest growing IoT use cases across five of the six geographic regions. This broad category includes emergency, infotainment, security, vehicle-to-vehicle (V2V), and vehicle-to-infrastructure (V2I) applications.

For more information, visit https://www.idc.com/getdoc.jsp?containerId=prUS40782915.
Gartner says smart cities will use 1.6 billion connected things in 2016

Gartner, Inc. estimates that 1.6 billion connected things will be used by smart cities in 2016, an increase of 39% from 2015. “Smart commercial buildings will be the highest user of the Internet of Things (IoT) until 2017, after which smart homes will take the lead with just over one billion connected things in 2018,” said Bettina Tratz-Ryan, research vice president at Gartner.

Business applications fueling the growth of the IoT in commercial buildings are handled through building information management systems that drive operations management, especially around energy efficiency and user-centric service environments. In 2016, commercial security cameras and webcams as well as indoor LEDs will drive total growth, representing 24% of the IoT market for smart cities.

Smart homes will represent 21% of total IoT use in smart cities in 2016 and will record the highest increase over the next five years. In smart homes, the consumer IoT applications that are fueling growth are smart TVs, smart set-top boxes, smart bulbs, and various home automation tools, such as smart thermostats, home security systems, and kitchen appliances.

More detailed analysis is available in the Gartner report “Forecast: Internet of Things—endpoints and associated services, worldwide, 2015.”

For more information, visit http://www.gartner.com/newsroom/id/3175418.

For more information, visit http://www.fiercewireless.com/europe/story/machina-research-m2ms-share-roaming-doubled-12-months/2016-01-11.

others may send and receive very little while still being heavy consumers of “free” signaling resources on the visited network.
In Denmark, RFID triggers traffic lights when bikes approach

At an intersection in Aarhus, Denmark’s second largest city, traffic lights are automatically going green for cyclists. This is thanks to 2Green—a passive radio frequency identification (RFID) solution provided by Danish firm ID-advice. Two hundred local cyclists are taking part in the pilot study, part of a wider European IoT development effort known as Radical that is slated to run in six countries through February 2016.

RFID tags have been attached to each bicycle’s front wheel and to RFID readers installed at the intersection. When a cyclist approaches, the system prompts the traffic-signaling software to switch the light facing the bike to green, while turning the cross-traffic light to red. In certain instances the traffic light can override 2Green; for example, when an emergency vehicle is passing through. The RFID reader also forwards data via a cellular connection to the Radical program’s server as well as to CKAN, a web-based open-source data management platform where city managers and the public can access traffic data.

For more information, visit http://www.rfidjournal.com/articles/view?13849/3.

Virginia start-up raises funds for battery-free IoT

PsiKick Inc. (Charlottesville, Virginia), a semiconductor start-up working on sub-threshold voltage operation wireless circuits, has raised $16.5 million in Series B financing led by Osage University Partners and joined by existing investors. The firm was founded in 2012 by professors at the University of Virginia and the University of Michigan. In 2014, the company raised a Series A round of finance reportedly worth $5.25 million. Total funding is now over $22 million.

The company claims its proof-of-concept chip design would consume between 100 and 1,000 times less than any comparable chip. PsiKick is working on systems that scavenge energy from multiple sources including indoor light, radio-frequency rectification, thermal gradient, and piezoelectric vibration. One such system is a battery-less electrocardiogram (EKG) sensor that supports a one megabit per second data rate over a 10 meter distance.

Other companies in this field include fabless start-up Ambiq Micro Inc. (Austin, Texas) and ARM Holdings plc (Cambridge, England). Ambiq has launched the Apollo line of Cortex-M4F based microcontrollers, claiming they offer a 10 time reduction compared with other microcontrollers. ARM has been working on a processor core optimized for operation close to the threshold voltage of complementary metal-oxide semiconductor transistors and at clock frequencies of the order of tens of kilohertz.

Thread and Zigbee standards will start cooperating to simplify smart home control

Consumers have more connected-home products than ever to choose from, but the technology is often so complicated that only tech enthusiasts buy it. The gear needs to become simpler and easier to use, but there are so many standards in play that streamlining a user’s experience can be hard to do. Thread and ZigBee hope to make the market less fragmented. The Thread Group and the ZigBee Alliance plan to make their technologies work together in connected home products, which could help bring more order to the IoT. The organizations announced that they are collaborating to make a ZigBee application layer run over Thread networks.

ZigBee Cluster Library (ZCL), an application layer used in ZigBee products, will be able to work with Thread’s mesh networking protocol. ZCL defines how connected devices, such as light bulbs and thermostats, tell each other what they are and what they can do. Many different application layers can run on top of Thread, and the partnership is not exclusive for either party. But the combined technology might become an attractive package for streamlined development of home IoT products.

The two groups have been talking about a partnership for a long time, said Chris Boross, who is president of Thread Group and technical product marketing manager at Google’s Nest division. Branding strategy for products that use both technologies has yet to be determined, he said. Thread was founded in 2015 by large vendors including Google, Samsung Electronics, and ARM Holdings, and has since added Huawei Technologies, Whirlpool, and Philips. The organization now has more than 80 members.
