Building a science of cybersecurity: The next move
In 2012, The Next Wave (TNW) devoted two issues to cybersecurity, focusing on the need for basic scientific foundations to underpin our trust in systems. Creating this “Science of Security” (SoS) requires sustained support and long-term vision. One only needs to look at the news headlines to observe that the need for more secure systems continues to exist and our efforts are far from over.

The good news, I believe, is that we are beginning to see the emergence of some components necessary for a true science—including a community of cybersecurity researchers whose methods are rigorous, who are willing to challenge, refute, and improve ideas, and who are providing results that can be built upon by others. In addition, more and more universities are adding undergraduate and graduate courses or units that examine scientific rigor in security research.

Of course, it is essential that this new science be grounded on common definitions. Throughout the years, there has been much debate about the nature of science—what it is, and what methods are best. The works of Karl Popper on falsifiability, of Pierre Duhem on the testing of hypotheses as parts of whole bodies of theory, and of Thomas Kuhn on shifts in scientific paradigms, are fine examples of this. No doubt we will continue that broader discussion in relation to security science, but that is not our interest here.

It is essential that this new science be grounded on common definitions.

This issue of TNW describes research contributing to the development of security science. Included are highlights of two workshops initiated by the Special Cyber Operations Research and Engineering subcommittee: one on the adoption of cybersecurity technology, the other on computational cybersecurity in compromised environments. We also present highlights of the ongoing multidisciplinary university research at the SoS labs. Interspersed are several more in-depth papers on topics including power grid security, phishing, privacy, cyber-physical systems, and a competition aimed at building better code.
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Computers are increasingly ubiquitous in the world as researchers are developing networks of smart devices that work together. Smart devices—such as autonomous cars, smart parking lots, smart houses, and smart traffic systems—are the building blocks to the smart grid, which monitors and controls these devices and their information. This enables them to provide services such as faster and safer commuting, greater energy efficiency, and remote monitoring for users. Such networks of smart devices, which sense and react to the world, are classified as cyber-physical systems.
Cyber-physical systems

A cyber-physical system (CPS) is composed of embedded computing nodes communicating and collaborating to control aspects of its physical environment. The interaction between the computers and their environment, however, causes a range of complexities—in development, testing, verification, run-time, and management—which must be properly handled. These complexities compound the already difficult task of ensuring reliability and security of the CPS as a whole.

An example of such a CPS is a fractionated (i.e., divided) satellite cluster orbiting in formation. Each satellite provides communications, sensing, and computational resources to the rest of the cluster in fulfillment of the mission goals. It is difficult to develop the satellite system and the applications which control the system and run on it; this necessitates the use of system and software models for design-time analysis and verification of system performance and stability.

Such analysis includes the verification of operation deadline and timing properties, as well as network resource (e.g., buffer capacity and bandwidth) characteristics provided by the system and required by the applications running on the system. However, for such safety-, mission-, and security-critical systems, we must further ensure that the system is resilient to faults and anomalies. It must also be secure against attacks from compromised components within the system as well as from external sources.

CPS development process

To facilitate rapid and robust design and development of applications for our resilient CPS (RCPS) test bed (see figure 1), we developed an integrated tool suite for model-driven system and application development. Using this tool suite, we can describe—very precisely—the component-based software architecture for the applications which will run on the CPS in

FIGURE 1. This resilient cyber-physical systems (RCPS) test bed, developed by William Emfinger (left), Pranav Kumar (center), and Amogh Kulkarni (right), performs security and resilience testing of CPS and their applications.
service of the mission’s goals. These software models are developed in tandem with system models that incorporate the physics of the system. (For example, network characteristics such as bandwidth and latency between satellites vary periodically as functions of time according to the satellites’ orbital parameters).

By composing these models together, we can analyze at design time the resource requirements and utilization of the applications on the system. Furthermore, the code generators we developed for the tool suite allow us to generate most of the application code (i.e., the infrastructural code which interfaces with the middleware) in a reliable manner. By relying on these code generators, we are able to focus on the core business-logic code, which provides the functionality we want from the applications on the cluster. These applications allow us to test the systems we are examining; for example, testing the detection and mitigation strategies for compromised or malicious software components based on the behavior of their network traffic.

**Resilient CPS test bed**

The RCPS test bed itself (see figure 2) is composed of the following components:

- **32 embedded Linux computers** (BeagleBone Blacks) with ARMv7L architecture;
- **OpenFlow-capable smart gigabit network switch**, which allows the network characteristics of the system to be enforced on all network traffic;
- **physics simulation**, which allows the physical dynamics of the hardware to be simulated along with the sensor data and actuator control (for our satellite cluster system, we use Orbiter Space Flight Simulator);
- **standard gigabit network switch**, which allows fast communication (simulating the hardware bus) between the physics simulation and the nodes of the cluster; and
- **development machine**, which allows the modeling, development, deployment, and monitoring of the application code which runs the system.

By integrating the physics simulation and network emulation into the cluster (see figure 3), we are able to, in the case of the satellite cluster example, use the physics simulation to determine the network characteristics between the nodes of the cluster. We can then enforce those characteristics (i.e., bandwidth, delay, and packet loss) on the cluster’s network traffic through the smart switch. In this way, we can ensure that the applications running on the cluster see the same sensor and network behavior as they would in the real system. Because these types of mobile, networked CPSs are becoming more prevalent, the
network resources are becoming more crucial to the systems’ functionality. Therefore, the emulation of the network is required to ensure high fidelity of application test results with respect to the run-time system.

We are currently developing test applications which use our research into network and timing analysis techniques to detect malicious software components at run-time and mitigate the effect of their attacks. Using these techniques, our infrastructure will provide a stable system, capable of detecting coordinated attacks from distributed software components (e.g., a denial-of-service (DDoS) attack from compromised or malicious software attempting to bring down a system node or an attack on specific sensors and actuators to make the system unstable).

**Summary**

We created the RCPS test bed as the foundational infrastructure for running experiments on CPSs and their software. A critical part of a CPS is the interaction with and feedback from the physical world, so the integration of the physics simulation increases the fidelity of our cluster test results with respect to the system we are analyzing. The modeling, analysis, generation, deployment, and management tool suite we have developed drastically cuts down on the application development difficulty and time. This allows us to focus on the tests we want to run and the systems we want to analyze.
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Improving power grid cybersecurity

The Information Trust Institute (ITI) (iti.illinois.edu) at the University of Illinois Urbana-Champaign (UIUC) has a broad research portfolio in the field of information security and has been researching issues related to electric power infrastructure and the development of a stronger, more resilient grid. Their research efforts have significantly contributed to the Trustworthy Cyber Infrastructure for the Power Grid (TCIPG) project. Ten years ago, the electricity sector was largely “security unaware.” Since then, thanks in part to TCIPG, the industry has broadly adopted security best practices. That transition came about through breakthrough research, national expert panels, and the writing of key documents. Because the threat landscape continuously evolves, however, it is essential to maintain resiliency in a dynamic environment and ensure continuous improvement.
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The TCIPG project (http://tcipgpro.cpanel.engr.illinois.edu), a partnership among Illinois and three other leading US universities—Dartmouth College, Arizona State University, and Washington State University—as well as governmental and industrial organizations, looks for ways to protect the grid’s underlying computing and communication network infrastructure from malicious attacks as well as from accidental causes, such as natural disasters, misconfiguration, or operator errors. TCIPG participants continually collaborate with the national laboratories and the utility sector to improve the way that power grid infrastructure is designed.

TCIPG comprises several dozen researchers, students, and staff who bring interdisciplinary expertise essential to the operation and public adoption of current and future grid systems. That expertise extends to power engineering; computer science and engineering; advanced communications and networking; smart-grid markets and economics; and science, technology, engineering and mathematics (STEM) education.

TCIPG research in smart grid resiliency

Countering threats to the nation’s cyber systems in critical infrastructure such as the power grid has become a major strategic objective and was identified as such in Homeland Security Presidential Directive 7 [1]. Smart-grid technologies promise advances in efficiency, reliability, integration of renewable energy sources, customer involvement, and new markets. But to achieve those benefits, the grid must rely on a cyber-measurement and control infrastructure that includes components ranging from smart appliances at customer premises to automated generation control. Control systems and administrative systems no longer have an air gap; security between the two has become more complicated and complex.

TCIPG research has produced important results and innovative technologies in addressing that need and the complexity by focusing on the following areas:

- Detecting and responding to cyberattacks and adverse events, as well as incident management of these events;
- Securing of the wide-area measurement system on which the smart grid relies;
- Maintaining power quality and integrating renewables at multiple scales in a dynamic environment; and
- Developing advanced test beds for experiments and simulation using actual power system hardware “in the loop.”

Much of this work has been achieved because of the success of the experimental test bed.

Test bed cross-cutting research

Experimental validation is critical for emerging research and technologies. The TCIPG test bed enables researchers to conduct, validate, and evolve cyber-physical research from fundamentals to prototype, and finally, transition to practice. It provides a combination of emulation, simulation, and real hardware to realize a large-scale, virtual environment that is measurable, repeatable, flexible, and adaptable to emerging technology while maintaining integration with legacy equipment. Its capabilities span the entire power grid—transmission, distribution and metering, distributed generation, and home automation and control. Together, these provide true end-to-end capabilities for the smart grid.

The cyber-physical test bed facility uses a mixture of commercial power system equipment and software, hardware and software simulation, and emulation to create a realistic representation of the smart grid. This representation can be used to experiment with next-generation technologies that span communications from generation to consumption and everything in between. In addition to offering a realistic environment, the test bed facility has cutting-edge research and commercial instruments that can explore problems from multiple dimensions, tackling in-depth security analysis and testing, visualization and data mining, and federated resources, and developing novel techniques that integrate these systems in a composable way. “Composable” means each part of the system is secure and continues to be secure when joined to all the other parts.

A parallel project funded by the state of Illinois, the Illinois Center for a Smarter Electric Grid (ICSEG), is a five-year project to develop and operate a facility to provide services for the validation of information
Improving power grid cybersecurity technology and control aspects of smart-grid systems, including microgrids and distributed energy resources. This project’s key objective is to test and validate in a laboratory setting how new and more cost-effective smart-grid technologies, tools, techniques, and system configurations can be used in trustworthy configurations to significantly improve those in common practice today. The laboratory is also a resource for smart-grid equipment suppliers and integrators and electric utilities to allow validation of system designs before deployment.

Education and outreach

In addition to basic research, TCIPG has addressed needs in education and outreach. Nationally, there is a shortage of professionals who can fill positions in the power sector. Skills required for smart-grid engineers have changed dramatically. Graduates of the collaborating TCIPG universities are well-prepared to join the cyber-aware grid workforce as architects of the future grid, as practicing professionals, and as educators.

Continuing education

In the area of continuing education, TCIPG:

- Conducts short courses for practicing engineers and for Department of Energy (DOE) program managers;
- Holds a biennial TCIPG Summer School for university students and researchers, utility and industry representatives, and government and regulatory personnel;
- Organizes a monthly webinar series featuring thought leaders in cybersecurity and resiliency in the electricity sector; and
- Conducts extensive STEM outreach to K-12 students and teachers. (TCIPG has developed interactive, open-ended apps (iOS, Android, MinecraftEdu) for middle-school students, along with activity materials and teacher guides to facilitate integration of research, education, and knowledge transfer by linking researchers, educators, and students.)

The electricity industry in the United States is made up of thousands of utilities, equipment and software vendors, consultants, and regulatory bodies. In both its National Science Foundation (NSF)-funded and DOE/Department of Homeland Security (DHS)-funded phases, TCIPG has actively developed extensive relationships with such entities and with other researchers in the sector, including conducting joint research with several national laboratories.

The involvement of industry and other partners in TCIPG is vital to its success and is facilitated by an extensive Industry Interaction Board (IIB) and a smaller External Advisory Board (EAB). The EAB, with which they interact closely, includes representatives from the utility sector, system vendors, and regulatory bodies, in addition to the DOE Office of Electricity Delivery and Energy Reliability and the DHS Office of Science and Technology.

Partnerships and impact

While university led, TCIPG has always stressed real-world impact and industry partnerships. That is why TCIPG technologies have been adopted by the private sector.

- Several TCIPG technologies have been or are currently deployed on a pilot basis in real utility environments.
- A leading equipment vendor adopted their advanced technologies for securing embedded systems in grid controls.
- Three start-up companies in various stages of launch employ TCIPG foundational technologies.

To read more about TCIPG, visit http://tcipg.org
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- Portunes: Privacy-preserving fast authentication for dynamic electric vehicle charging
- Secure data collection in constrained tree-based smart grid environments
- Practical and secure machine-to-machine data collection protocol in smart grid
- Searchable encrypted mobile meter
- Context-sensitive key management for smart grid telemetric devices
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This article describes our recent progress on the development of rigorous analytical metrics for assessing the threat-performance trade-off in control systems. Computing systems that monitor and control physical processes are now pervasive, yet their security is frequently an afterthought rather than a first-order design consideration. We investigate a rational basis for deciding—at the design level—how much investment should be made to secure the system.
The level of investment to secure a control system typically depends on the particulars of the threats facing the system, as well as the perceived cost of a successful attack. Threat models are organized in terms of the attacker’s skill, access, and available level of effort; the cost can be measured in terms of outage duration, number of users denied service, revenue lost, etc.

A few recent studies approach this problem as a game between the attacker and the defender in which the equilibrium point can inform the optimal investment in cybersecurity [1].

A more general approach takes the attacker out of the equation and looks at designs that are secure with provably low information leakage. Such systems are by design guaranteed not to leak any significant information to any external entity—be it an attacker or an ordinary bystander. By measuring the level of information leakage (e.g., how probable it is that an observer can correctly guess the private preferences of the users from observations), we can study the trade-off between the degree of leakage permitted and its cost on overall system performance.

**Distributed control with information sharing**

We study this trade-off in a class of distributed control systems [2]. As one example, consider vehicles equipped with smart navigation devices that could share crowdsourced location and destination information to estimate traffic conditions more accurately [3]. Each vehicle’s navigation device could then use aggregates of these estimates to select routes in light of current traffic conditions.

**Design scenarios**

Multiple design possibilities or scenarios exist along the information-sharing continuum. At one extreme is absolute security, in which the vehicles’ navigation devices never explicitly exchange information with each other. This architecture is absolutely secure as far as the communication channel goes; however, the vehicles miss out on the potential benefit of lowering their travel times using collaborative traffic estimation.

At the other extreme, the navigation devices communicate freely and share complete information. This allows all of the devices to make accurate traffic predictions and optimal route choices but also increases the risk by making the devices vulnerable to a panoply of attacks that exploit the communication channels—distributed denial-of-service attacks, spoofing, violation of location privacy, etc.

Between these extremes lies a multitude of design possibilities that trade off security and performance differently. Similar trade-offs arise in other systems where users could sacrifice performance to achieve better security. In the power industry, for example, entities with different demand/consumption patterns could share (or not share) information in support of better demand estimates and better consumption scheduling.

**General framework**

We present a general framework in which we model the traffic navigation scenario as:

- \( u(t) = g(p, x(t-1), \hat{z}(t-1)) \)
- \( x(t) = f(x(t-1), u(t), z(t-1)) \)
- \( \hat{x}(t) \sim r(x(t)) \)
- \( z(t) = h(x_1(t),..., x_{N-1}(t), z(t-1)) \)
- \( \hat{z}(t) = h(\hat{x}_1(t),..., \hat{x}_{N-1}(t), \hat{z}(t-1)) \)

where \( u_i \) is the \( i \)th agent’s decision or control input at time \( t \); this is computed as a function of its preference \( p_i \) (say, destination), current state \( x_i(t-1) \) (position) and an estimate of the environment \( \hat{z}(t-1) \) (traffic). This decision \( (u_i) \) and the actual environment state determines its state in the next time step \( x_i(t) \). The state that the \( i \)th agent shares with the others is \( \hat{x}_i(t) \)—this could be the exact value \( x_i(t) \) for the complete sharing strategy \( r_{cs} \), or some randomized noisy version of it to give better privacy and/or security.

Finally, \( z(t) \) and \( \hat{z}(t) \) are respectively the actual and estimated environment states computed as an aggregation \( h \) of the actual and shared agent states. The cost of a particular communication strategy \( \text{cost}(r) \) is defined, for example, by summing up the distance to destination \( |x(t) - p(t)| \) of all agents. Then the cost of privacy is \( \text{cost}(r) - \text{cost}(r_p) \), the cost of \( r \) relative to the cost of the complete information sharing strategy \( r_{cs} \).

In [2], we specifically studied communication strategies that maintain differential privacy as introduced by Dwork et al. [4, 5]. In this case, we are concerned with privacy of the continuous sequence of locations.
of the vehicles. We define a pair of agent preference sets \( p \) and \( p' \) to be adjacent up to time \( T \) provided they differ about the preference of at most one agent, say agent \( i \), and that difference \( p_i - p'_i \) in the \( i^{th} \) agent’s preferences is bounded.

With this notion of adjacency, we say that a communication strategy maintains \( \varepsilon \)-differential privacy (for small \( \varepsilon \)) under the following condition: the ratio of the probability that the communications came from a system with \( p \) to the probability that the communication came from system with preference vector \( p_i \) is at most \( e^\varepsilon \). That is, even an adversary with full access to all the communication in the system (the sequences \( \tilde{x}_i(t) \)) can gain additional information about the preferences of an individual agent \( i \) with only negligible probability \((e^\varepsilon - 1)\). Thus, the adversary is not able to make a high-confidence inference about any individual’s preferences.

**Cost of privacy**

Adapting the mechanisms in differential privacy literature to this setting, we first present a general communication mechanism for achieving \( \varepsilon \)-differential privacy in distributed control systems. In this mechanism, each of the conveyed states is the actual state masked by a noise term that is chosen from a Laplacian distribution \([p(x) = 1/2b \ e^{-|x|/b}]\), where the parameter \( b \) defines the variance of the distribution. Specifically, in our mechanism, the parameter \( b \) is chosen as a function of \( \varepsilon \) as well as the stability of the system.

With this design, we can precisely and mathematically characterize the trade-off between the level of security and privacy achieved and its cost. Specifically:

- We show that for a linear distributed system with quadratic cost functions, the standard deviation of the noise needed to make the system \( \varepsilon \)-differentially private is independent of the size of the agent population. This is because increasing population has two opposing effects. On one hand, a larger number of agents are influenced by the changes in the preference of an individual agent \( i \). On the other hand, the fractional influence of \( i \) on another individual agent through the environment weakens. In the linear case, these two effects roughly cancel each other. Since the means of Laplacian noise terms are zero, as the number of agents increases, the aggregate of noise terms converges to zero (see figure 1).

- We also show that the required standard deviation of noise decreases with the stability of the dynamics and with the weakening of the environment’s influence on an individual. Specifically, when the modulus of the maximum eigenvalue of the dynamics matrix is smaller, the effect of changes in an individual’s preference on the system’s trajectory decays faster over time. Consequently, for stable dynamics, if we fixed the total number of observations as the time horizon goes to infinity, the amount of noise required to achieve differential privacy becomes independent of the time horizon. For the unstable dynamics case, on the other hand, the amount of randomization needed can grow exponentially with the time horizon.

**Optimality of mechanisms**

Adding the right amount of noise from the right distribution (Laplacian, in this case) gives \( \varepsilon \)-differential privacy, and we can explicitly analyze the cost incurred. However, is this the most efficient (i.e., inexpensive) strategy for achieving \( \varepsilon \)-differential privacy of control systems?

In [6], we answer this question by showing that indeed this Laplacian noise is the optimal choice for a subclass of the above control problem; namely, the class in which an individual agent aims to privately broadcast its states while minimizing the amount of noise added. The amount of noise is measured.
Analyzing the cost of securing control systems by entropy in [6], and we can further show that the Laplacian noise is also the best choice to minimize a quadratic cost function of the agent at the same time. We show that, owing to the system’s closed-loop nature, protecting the whole trajectory is equivalent to protecting the agent’s preferences.

Therefore, the adversary is modeled by a filter estimating the system’s initial state based on the system’s randomized trajectory. We prove that if the system is \( \varepsilon \)-differentially private to the adversary, then the entropy of the adversary’s estimation has to be at least greater than a certain optimal value achieved via the Laplacian mechanism.

**Trade-offs in optimizing over a network**

Another application of our framework is in understanding similar trade-offs in the context of distributed optimization problems [7]. Consider a scenario in which a collection of agents needs to select a common meeting point while minimizing the sum of the agents’ individual travel costs. Each agent may have a different cost function and want to keep this cost function private (as cost functions can reveal an agent’s priorities about time, distance, etc.).

In [7], we present mechanisms for solving such optimization problems while guaranteeing \( \varepsilon \)-differential privacy of the cost functions. Our mechanism relies on all agents communicating noisy versions of their current guess about the meeting point, computing the average of these noisy guesses, and moving their guess towards a point that reduces their individual costs. The noise added to these guesses has to decay over the successive rounds.

With higher levels of privacy, shared information has to be noisier and the meeting point is more likely to be away from the optimal. We show that the expected deviation of the private consensus point, hence the cost or inaccuracy of the solution, from the true optimal point is of the order of \( O(1/\varepsilon^2) \). This is shown in figure 2.

**Conclusions**

As a part of this project, we initiated the study of the trade-offs between performance or optimality of control systems and the level of communication security and privacy for which they could be designed.

We adopted the well-established notion of differential privacy in several of our papers because it is quantitative and could be extended naturally to continuously observed systems.

One practical implication of our analysis is that the proposed iterative, noise-adding mechanisms are more likely to be useful for stable systems with short-lived participants (e.g., drivers with short commutes). We also show that stable dynamics can work even with mechanisms independent of the number of participants.

Since the publication of our first result [8], several other connections have been drawn between differential privacy and control [9], filtering [10], and optimization [11]. Exploration of other security metrics, the corresponding performance trade-offs, optimality results, and their applications in realistic case studies all merit further attention—we believe that they will provide a scientific basis for security investments.
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We have a long legacy of failing to build secure systems; can a coding competition give us insight into what we can do better?

The news is filled with discussion of software that is supposed to be secure but is not. Do you ever wonder: Why can’t we get this right? Why do people keep building software with the same kinds of defects, especially when there are known techniques for preventing them?
A change in mentality

Experts have long advocated that achieving security in a computer system requires careful design and implementation from the ground up. Researchers and technologists have sought to help by developing advanced analysis tools, testing methods, and programming languages and frameworks. Despite this increased attention, many developers seem oblivious to the experts’ advice and continue to produce insecure software whose vulnerabilities could easily have been avoided. Several factors may be at work, including the development community’s focus on finding problems in existing software—as exemplified by Capture-the-Flag (CTF) competitions—rather than on the best ways to build secure software.

We conceived Build-It, Break-It, Fix-It (BIBIFI) as a way to remedy this state of affairs in two ways. First, it aims to promote—to students and the wider community—a mentality of building security in rather than adding it after the fact. Second, BIBIFI aims to gather evidence about what works and what does not: By being open ended, the contest outcomes demonstrate effective methods for building secure software and breaking insecure software.

This article describes BIBIFI’s three-round design involving both programming and exploiting, and our experience with the contest’s first run in the Fall of 2014.

Contest overview

Participants in the BIBIFI contest make up two sets of teams—the builder teams and the breaker teams—which are scored independently. The contest has three rounds: 1) build it, 2) break it, and 3) fix it. Builder teams participate in the build-it and fix-it rounds, while breaker teams participate in only the break-it round.

Contest round 1: Build it

In BIBIFI’s first, or build-it, round, we ask contestants to build a moderately complex software system that might be placed in security-relevant situations—for example, a web server or a file parser. Contestants can use whatever programming language or technology platform they wish, as long as it can be deployed to the testing infrastructure we (i.e., the contest judges) use to judge it. We judge each submission by a pair of objective tests: 1) Does it meet predefined functionality requirements, and 2) what resources does it use when it runs? Submissions that pass a core set of correctness and performance tests are accepted and awarded points commensurate with their level of performance (i.e., the more efficient the correct software is, the more points it receives). Contestants may also implement optional features for additional points. The build-it round should provoke contestants to make observable trade-offs in development (e.g., between security and performance).

For the first contest run, we chose to have participants implement a secure log to describe activity in an art gallery, in particular when guests and employees enter and leave the gallery’s rooms. The log must be stored in a single file, but no requirement is made on its format. The log is used by two programs. One program, logappend, appends new information to the log file. The other, logread, reads the log file to display the state of the art gallery according to a given query. Both programs use an authentication token, supplied as a command-line argument that must match the authentication token with which the log was created.

This contest problem has some basic security requirements. First, the implementation must ensure confidentiality; that is, without the token, an adversary should learn nothing about the contents of the log, even if he has direct access to the file. Second, it should ensure integrity; that is, without the token, an adversary should not be able to corrupt the file in a way that convinces logread or logappend (when using the correct token) that the log is reasonable.

Contest round 2: Break it

In the second, or break-it, round, contestants perform vulnerability analysis on the software (including its source code) submitted during the first round. Round 2 contestants (who may or may not overlap with round 1 contestants) get points by finding vulnerabilities and other defects in the round 1 submissions, and those submissions with errors lose points. The break-it round fills the role of penetration testing by a red team and resembles other security contests, like DefCon CTF, whose focus is on finding vulnerabilities. In most contests, bugs are synthetic, introduced by the contest
organizers into a software package. In our contest, bugs are “real” because they are introduced by other contestants.

During the break-it round of the first contest run, breaker teams submitted security-related test cases that demonstrated problems. Teams could propose a violation of confidentiality by proving they knew something, despite the lack of an authentication token, about the hidden contents of a prepopulated log. To demonstrate an integrity violation, teams could submit a corrupted log (again, without knowledge of the authentication token) which logread and/or logappend nevertheless accepted as valid. Teams could also submit a working exploit (causing either program to core dump). Correctness bugs, demonstrated by submitted failing test cases, also were worth points (since they could ultimately be security related) but at only half the value of security bugs.

Contest round 3: Fix it

In the final, or fix it, round, builder teams receive the test cases submitted by the breaker teams that identify failures in their code. For each test case, the team can submit a fix, and the fixed software is run against the remaining test cases, thereby potentially identifying many test cases that are “morally the same” (i.e., because the bug fix causes several test cases to pass). Judges manually confirm that a bug fix is really just for one bug, avoiding conflation of unrelated problems.

Contest results

In figure 1, the x-axis of the chart is the date, with the starting point of the contest on the left, and the y-axis is the score. Each line is one builder team, so the chart shows the score fluctuations over time as features are added and bugs discovered. The build-it round went from 8/28 to 9/9, while the break-it round went from 9/11 to 9/16. The drop in score during the break-it round is striking—note that some teams finished with fewer than zero points. Teams at the bottom of the scoreboard did not correctly implement security features, and some did not even implement encryption or authentication. It is interesting that of the two teams who wrote their programs in C, one had memory safety-related exploit issues, but the other did not.

Figure 2 shows the number of correctness bugs versus exploits that breaker teams found in each builder teams’ submissions.

We can also study the activities and methodologies of participants in the break-it round. The winning breaker team (i.e., 51) was a very close third place builder team, and they reported that their bug identification method was driven by tests they prepared.
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for themselves during their build-it activities. These results demonstrate that the capability to build secure systems can naturally translate into the capability to break systems.

Next steps

We learned several lessons from running this contest, but ultimately we need more data to say anything conclusive. Our next scheduled contest began in early May 2015 as the Capstone of a Coursera online course specialization on cybersecurity. This run involved approximately 60 teams, rather than a couple of dozen, and we expect to extract a lot of compelling data, including the relative performance (i.e., security and efficiency) of programs written in different languages, and program metadata, such as a full list of changes made to the program over time. With this data we hope to gain new insights into what patterns in language design and software development methodologies improve security. If you have any questions you think we might try to answer with this contest or data, please contact us at info@builditbreakit.org.
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At one time or another, we have all probably received that suspicious e-mail from the English barrister informing us that a long-lost relative has passed away. Fortunately, this relative bequeathed his entire fortune to us, and all we have to do to receive this bounty is provide him with our bank account number! Most of us immediately recognize this communication as a phishing scam.
The social engineering behind phishing

Defining the phishing problem

Phishing is a social engineering tactic that cybercriminals use to trick people into revealing sensitive personal information, such as their date of birth, banking details, credit card information, or social security number. This is known as a semantic (i.e., language-based) attack because the criminals have targeted the computer user rather than technical aspects of the system. Users are typically sent an e-mail that appears to be from a known entity such as an established organization or individual that requires the user to reconfirm personal information by entering it via a supplied link within the text of the e-mail. These e-mails usually include “authentic” graphics and images that trick individual users into believing that the communication and request for information is legitimate.

If all attacks were so obvious, most people would have little trouble avoiding an adverse outcome. While communications ostensibly from Nigerian princes and former Iraqi generals are always suspect, criminal activities are becoming increasingly more frequent and difficult to detect. For instance, Kaspersky Lab reported that there were as many as 37.3 million attacks in 2013, up from 19.9 million in 2012 [1]. Given the sheer number of attacks, it is likely that a percentage will be successful. After all, criminals would not engage in this activity if some individuals did not provide the requested information. For the phishing victim, personal costs associated with falling prey to such an attack can include loss of time, increased stress, monetary losses, and damaged credit. Some estimates indicate that each individual phishing attack costs approximately $866, and phishing attacks overall contribute to over $3 billion in annual financial losses [2].

These direct costs of phishing to individuals are joined by other direct costs such as those incurred by private sector financial institutions as they attempt to shore up compromised systems and fix damaged credit. Likewise, less direct costs might be incurred by legitimate business entities that lose profits as users become more hesitant to trust online access. Costs continue to grow as government assets are deployed for investigation and enforcement purposes.

Faced with these disheartening statistics along with a steadily increasing price tag, what can be done to prevent people from being victimized? Previous efforts to combat the phishing problem have focused on building technological solutions, such as phishing web-page detectors, yet some authors (e.g.,[3]) have suggested that regardless of how security-related technology is improved, successful solutions must address the “people problem.” The purpose of this article is to describe and summarize our NSA-funded research program at North Carolina State University (NCSU) that attempts to address this topic.

The NCSU Science of Security Lablet, one of only four in the United States funded by the NSA, has begun to investigate phishing using a multidisciplinary approach. Team members come from diverse backgrounds, including the university’s departments of psychology and computer science.

Below, we describe a series of studies that sought to answer broad questions regarding who is at risk, what factors predict phishing susceptibility, and how phishing susceptibility might be reduced through the implementation of training programs. Lastly, we conclude with a section that describes how our findings might inform the design of future tools that implement tailored warning systems.

Who is at risk?

To better understand who is at risk when confronted with a phishing e-mail, we conducted an initial survey that asked 155 respondents to describe their previous experiences with phishing attempts and the related consequences [4]. Virtually all participants indicated that they had received a phishing e-mail at some time in the past, and 22% reported that these attempts were successful. In addition, 84% of participants readily identified e-mail as the media where they were most likely to encounter phishing messages, but participants also described other instances where phishing messages were delivered via instant messaging, job boards, or social networking sites. As the following response indicates, phishers are becoming very creative in their efforts:

I applied for a part time job through Craigslist and had to do a credit check to successfully apply. I thought it was OK since lots of employers now do credit checks. I entered my social and lots of other information. . . . By next week I had several pings in my credit report of suspicious activity. Someone had taken out a credit card in my name and also tried to get
a loan. I was scared, honestly, that someone could use my information in that way. I was also angry . . .

When asked about the content of phishing messages, qualitative comments from respondents suggested that phishing communications often sound “too good to be true” and include “exciting or unbelievable offers.” In addition, comments also revealed phishing attacks often use a “strong pitch,” and attempt to elicit “a feeling of urgency to get stuff done now,” by using “a limited time offer or high-pressure tactics” in an attempt to get victims to act quickly.

Although we believed the costs of getting phished were obvious, these results are informative because they indicate that the effects are not limited to financial costs or loss of material items only (e.g., money, property, etc.), but may have social ramifications as well (e.g., loss of trust, embarrassment). Qualitative comments underscored potential psychological impacts resulting from phishing attacks; participants referenced negative emotions, such as “embarrassment, shame or loss of self-confidence.”

What makes someone susceptible to phishing attacks?

Because we are all apparently at risk when it comes to phishing attempts, our next efforts were to clarify why users might be at risk. Previous research indicated that cognitive factors, such as attentional vigilance to cues in the computing environment, serve as a key component in avoiding phishing [5, 6]. Other studies have identified how users who fall prey to phishing tend to haphazardly rely on perceptual cues, such as the layout of a webpage, or on social cues, such as whether or not the sender of an e-mail is known [7]. In effect, users try to ascertain the veracity of cues to determine whether they can trust the sender prior to making a security-related decision. This is problematic because criminals often manipulate aspects of digital communications that cultivate trust, thereby increasing phishing susceptibility [8].

As people tend to vary with regard to individual differences in cognition, perception, and dispositional factors, we sought to determine what factors make some users more susceptible to phishing than others [9]. In this particular study, 53 undergraduate students completed a battery of cognitive tests and a survey designed to assess impulsivity, trust, and personality traits before they performed an e-mail categorization task that required them to discriminate legitimate e-mails from phishing attempts.

Our results indicated that individuals who possessed personality characteristics such as reserved behavior consistent with introverts, low impulsivity, and decreased trust were more likely than others to accurately identify phishing messages. Likewise, previous experience such as suffering a monetary loss also decreased susceptibility to phishing attacks. These findings taken together suggest that some people are more susceptible to phishing attacks than others, so efforts to ameliorate phishing might work best if efforts are focused on those most at risk (i.e., those who are extroverted, impulsive, and trusting).

Because these are measurable characteristics and there are a variety of psychological instruments available to assess these behavioral constructs, it is feasible that a quantifiable profile of phishing susceptibility could be constructed. While promising, such efforts would need to be validated empirically and psychometrically.

Although the previous work suggests that individual differences are important determinants of phishing susceptibility, human behavior does not occur in a vacuum. One caveat that has pervaded social science research for the last 150 years is that behavior varies by social context. Given increasing workplace diversity and the globalization of the business industry coupled with enhanced communication enabled by technology, interaction with geographically distributed multinational teams is now commonplace to most of us.

Extending the concept of individual differences to group differences begs the question of whether culture plays a role in phishing susceptibility. To answer this question, we examined self-reported rates of phishing susceptibility and online privacy behaviors from Chinese, Indian, and American samples [10]. We surveyed 164 participants from the United States, India, and China to assess past phishing experiences and the likelihood of engaging in online safety practices (e.g., reading a privacy policy). Results indicated that all nationalities were equally likely to experience phishing attempts yet the prevalence of being successfully phished varied by nationality such that
only 9% of Chinese, 14% of Americans, and 31% of Indians had been successfully phished. Thus, Chinese and American respondents were about as likely to get phished yet both of these nationalities were less susceptible than Indian respondents.

We discussed these potential cultural differences in terms of power distance—where low power distance countries, such as the United States, could be considered individualistic and more challenging of authority than high power distance countries, like India, that tend to convey high levels of respect to authorities where compliance with information requests might be more likely.

With regard to taking protective action to prevent information loss, cultural differences were also observed such that Chinese and Americans were more likely than Indian respondents to report destroying old documents, yet Americans were more likely than either Chinese or Indians to actively search a web page for the secure padlock icon when making online transactions. These results suggest that cultural background might be another factor to consider when developing a profile of phishing susceptibility. Such a profile would theoretically be useful in identifying those most in need of security training.

Can training prevent phishing?

Antiphishing training is one approach to making the user aware of phishing thereby acting as a barrier to attacks [11]. In the past, antiphishing training has ranged from a list of Internet user tips to a cartoon that helps explain user tips in a story format to even a game that provides embedded training against phishing [12]. From past research, training efforts were more effective when shown in a real-world context [13]. Additionally, another study revealed that the level of threat perception determines the quality of protective action taken because perception of a high level of threat motivated participants to act and change their behavior. Likewise, such threat manipulations also increased the retention of information [14].

Given these general considerations regarding the development of an antiphishing training program, we developed two experimental antiphishing training conditions: one that conveyed real-world consequences to trainees, and one that attempted to induce perceptions of high threat [15]. The training on real-world consequences was delivered via three videos that reported on different news stories where identity theft occurred as a result of phishing, followed by an emotional interview with a victim of a fake money order scam. The second training condition used three news articles selected with the intention of raising the level of threat perceived by participants. These articles included recent news stories about how Facebook is collecting data and selling it along with news stories regarding the recent leak at NSA perpetrated by an insider. These two experimental antiphishing training conditions were compared to a third control condition that showed participants a cooking video.

Ninety-six participants completed a baseline e-mail categorization task in which they had to discriminate legitimate e-mails from phishing attempts before being randomly assigned to one of the three training conditions. After training was completed, a second e-mail categorization task was completed. An increased rate of accurately identifying phishing e-mails on the second task compared to the baseline was observed in all training conditions—suggesting that training was generally effective. Unfortunately, there were no statistically significant differences between the experimental training conditions and the control condition; although, trends suggested that heightening the threat perception slightly enhanced participants’ abilities to detect phishing messages.

While these particular training manipulations did not produce compelling results, another approach would be to train individuals less experienced with computer security on how experts conceptualize phishing attacks. In essence, such training would allow novices to learn from more experienced experts.

How novices and experts conceptualize attacks

One method to quantify differences in experience includes examining differences between the mental models of security novices and experts. Mental models are internal representations that users develop of a concept or system. Mental models grow as individuals interact with a system or concept; eventually, the user will be able to use his or her developed mental models to predict or explain the system or concept [16]. Accordingly, as users develop expertise, they have qualitative changes in their mental models. Experts are able to quickly analyze a situation or case and make
quick decisions because of their coherent organization of information. Thus, an underlying tenet of naturalistic decision-making research [17] suggests that training novices to use expert-level tactics might be useful in reducing errors (in this case, reducing phishing susceptibility).

Our most recent phishing-related project assessed how the mental models of computer security novices varied from those of computer security experts [18]. Twenty-eight participants (20 novices and 8 experts) were asked to rate the strength of the relationship among pairs of phishing-related concepts. These relatedness ratings were entered into Pathfinder, a statistical software tool that represents pairwise proximities in a network [19]. Preliminary findings suggest that novices and experts had significantly different mental models with regard to the prevention of phishing attacks and the trends and characteristics of attacks.

Expert mental models were more complex with more links between concepts, and this could have implications for training. For example, the aggregate expert model illustrated “unknown sender” as a central node connected to “social engineering,” “legitimate appearance,” “link,” “attachment,” and “bad spelling/grammar”; whereas, novices only linked “unknown senders” to “attachment” and “link.” This illustrates that experts likely have a more comprehensive understanding of how unknown senders can relate to a broad array of phishing trends and characteristics. Training programs might aim to replicate this expert model in novices by providing information regarding the interconnectedness of these trends and characteristics related to unknown senders.

Future directions

While efforts to promote cybersecurity through training might yet prove to be an effective means to reducing phishing susceptibility, it is unclear whether users will be motivated to spend the time and energy to attend such sessions. Also, it is unrealistic to presume that people will be constantly on guard to protect themselves from potential online security threats, so perhaps this function should be allocated to the technology involved. It is likely that such a technology would include some type of warning functionality that would serve to alert users when their information is at risk. To address the potential characteristics of such a system, there are a number of theoretical frameworks within the hazard communication literature that have been used to describe response to warning messages where some action has to be taken when a threat is detected [20, 21, 22].

In all of these theoretical models, members of the public encounter a warning message that describes the nature of a hazard and suggests courses of action to avoid the consequences. Ultimately, the individual decision maker must act to either comply with or ignore the warning message. A growing realization within the hazard communication literature is that effective warning messages must be tailored to match the hazardousness of the situation or to the user’s characteristics to benefit comprehension [23]. Our initial efforts described above provide data to build a profile of at-risk users who are especially susceptible to phishing thereby providing the knowledge necessary to tailor effective warning messages. For instance, foreknowledge of a user’s impulsive nature from previous online activities might suggest that the inclusion of an “Are you sure?” dialog box following an initial attempt to follow a suspicious link might result in temporal delay that allows a more thoughtful response. However, this example also illustrates that the development of such a tool must include a consideration of usability and technology adoption to ensure that potential solutions are acceptable to users [24].

Conclusions

Given the potential costs to individuals, organizations, and governments, phishing is a cybersecurity problem that demands attention in terms of both research and practice. As the results described above indicate, we are starting to answer some important questions that can be useful in designing countermeasures to reduce the likelihood of data loss. By understanding how individual differences in cognition, perception, and behavior predict phishing susceptibility, we can identify and target vulnerability for training interventions. We have already investigated whether or not specific training tactics help to reduce phishing susceptibility, but much more work needs to be done.

Lastly, we have begun to compile a set of functional requirements to guide development of future technological tools that help to protect our information in cyberspace.
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The Science of Security (SoS) Initiative at the NSA Research Directorate promotes foundational cybersecurity science that is needed to mature the cybersecurity discipline and to underpin advances in cyber defense. Beginning in 2012, one part of the initiative was to fund foundational research at lablets. With emphasis on building a community, each lablet created partnerships, or sub-lablets, with other universities. SoS researchers often freely collaborate with researchers in other institutions worldwide. In 2014, the SURE project was founded to investigate cybersecurity in the cyber-physical systems realm. This map illustrates the expansion of the SoS Initiative community.
Wyvern programming language builds secure apps

In legend, the dragon-like creature known as the wyvern used its fiery breath and poisonous bite to protect its treasure from thieves. Still a popular figure on coats of arms and in electronic games, the wyvern has also inspired researchers at the Carnegie Mellon University (CMU) Science of Security (SoS) Lablet to develop the Wyvern extensible programming language to keep web and mobile applications more secure.

The Wyvern project, led by Dr. Jonathan Aldrich of the Institute for Software Research in the CMU School of Computer Science, is part of research supported by NSA and other agencies to address hard problems in cybersecurity, including scalability and composability. Dr. Aldrich, in collaboration with researchers at the CMU SoS Lablet, New Zealand colleague Dr. Alex Potanin, and researchers at the Victoria University of Wellington, have been developing Wyvern to build secure web and mobile applications. The language is designed to help software engineers build those secure applications using several type-based, domain-specific languages within the same program. Wyvern is able to exploit knowledge of sublanguages (e.g., structured query language (SQL), hypertext markup language (HTML), etc.) used in the program based on types and their context, which indicate the format and typing of the data.

Software development has come a long way, but the web and mobile arenas nonetheless struggle to cobble together different languages, file formats, and technologies. This proliferation is inefficient and thwarts scalability and composability. For example, a typical web page might require HTML for structure, cascading style sheets for design, JavaScript to handle user interaction, and SQL to access the database back-end. The diversity of languages and tools used to create an application increases the associated development time, cost, and security risks. It also creates openings for cross-site scripting and SQL injection attacks. Wyvern eliminates the need to use character strings as commands, as is the case, for instance, with SQL. By allowing character strings, malicious users with a rough knowledge of a system’s structure could execute destructive commands. Instead, Wyvern is a pure object-oriented language that is value-based, statically type-safe, and supports functional programming. It supports HTML, SQL, and other web languages through a concept of composable type-specific languages.

The Wyvern programming language is hosted at the open-source site GitHub; interested potential users may explore the language at https://github.com/wyvernlang/wyvern. In addition, a description of the Wyvern Project is available on the Cyber Physical Systems Virtual Organization web page at http://cps-vo.org/node/21424.
Building secure and resilient software from the start

Researchers at the North Carolina State University (NCSU) SoS Lablet are addressing the hard problems of resilience and predictive metrics in the development of secure software. The team, under principal investigators Laurie Williams and Mladen Vouk, empirically determined that security vulnerabilities (i.e., faults that violate implicit or explicit security policies) can be introduced into a system because the code is too complex, changed too often, or not changed appropriately. According to one NCSU study, source code files changed by nine developers or more were 16 times more likely to have at least one vulnerability after release. From such analyses, researchers can develop and disseminate predictive models and useful statistical associations to guide the development of secure software.

NCSU researchers have identified two key questions whose answers will require rigorous analysis and testing:

1. If highly attack-resilient components and appropriate attack sensors are developed, will it become possible to compose a resilient system from these component parts?

2. If so, how does that system scale and age?

One very simple and effective defensive strategy would be to build in a dynamic application firewall that does not respond to "odd" or out-of-norm inputs, such as those associated with zero-day attacks. While not foolproof, this approach would force attackers to operate within an application’s “normal” operational profile.

The research has generated tangible results. Three recent papers have been written as a result of this research. “On coverage-based attack profiles,” by Anthony Rivers, Mladen Vouk, and Laurie Williams (doi: 10.1109/SERE-C.2014.15); “A survey of common security vulnerabilities and corresponding countermeasures for SaaS,” by Donhoon Kim, Vouk, and Williams (doi: 10.1109/GLOCOMW.2014.7063386); and “Diversity-based detection of security anomalies” by Roopak Venkatakrishnan and Vouk (doi: 10.1145/2600176.2600205). For the complete SoS newsletter article, visit http://www.cps-vo.org/node/21426.

Interest in cybersecurity science heats up at HotSoS 2015

The 2015 Symposium and Bootcamp on the Science of Security (HotSoS) took place April 21–22 at the UIUC National Center for Supercomputing Applications. This third annual conference, part of the NSA SoS project, brought together researchers from numerous disciplines seeking a rigorous scientific approach toward cyber threats. David Nicol, director of the Information Trust Institute and coprincipal investigator for the UIUC SoS Lablet, was conference chair. Kathy Bogner, Intelligence Community coordinator for cybersecurity research, represented the NSA sponsor. Featured speakers included Mike Reiter, Lawrence M. Sifkin distinguished professor of computer science, University of North Carolina; Jonathan Spring, researcher and analyst for the Computer Emergency Response Team division of the Software Engineering Institute, CMU; and Patrick McDaniel, professor of computer science and director of the Systems and Internet Infrastructure Security Laboratory, Penn State University.

Five tutorials and a workshop took place concurrently with individual presentations. Tutorials covered
Adoption of Cybersecurity Technology Workshop

The Special Cyber Operations Research and Engineering (SCORE) subcommittee sponsored the 2015 Adoption of Cybersecurity Technology (ACT) Workshop at the Sandia National Laboratories in Albuquerque, New Mexico, from 3–5 March 2015. The vision for the workshop was to change business practices for adoption of cybersecurity technologies; expose developers, decision makers, and implementers to others’ perspectives; address the technology, process, and usability roadblocks to adoption; and build a community of interest to engage regularly.

Attendees represented four segments of the cybersecurity world: researchers and developers, decision makers, implementers, and experts on human behavior. They explored, developed, and implemented action plans for four use cases that addressed each of the four fundamental cybersecurity goals: 1) device integrity, 2) authentication and credential protection/defense of accounts, 3) damage containment, and 4) secure and available transport. This construct provided a framework specifically designed to confront spear phishing.

Participants were primarily government personnel, with some individuals from federally funded research and development centers, academia, and industry. These cybersecurity professionals believe that as many as 80% of their field’s current problems have known solutions that have not been implemented.

The workshop is the kickoff activity for a sustained effort to implement cybersecurity technology solutions throughout the US government, and it is expected to become an annual event.

The agenda focused on specific threat scenarios, cohorts’ concerns to promote understanding among groups, addressing the use cases, and developing action plans for implementation via 90-day phases known as “spins.” Participants will brief the spin results to the ACT organizing committee and to threat analysts who will assess progress.

In order to illuminate systemic barriers to adoption of security measures, the workshop focused specifically on countering the threat from spear phishing, a social-engineering trick that hackers use to convince people to provide passwords, financial data, and other private information.

The goal over the next year is to strengthen government networks against spear phishing attacks by applying the selected technologies identified in the four use cases. Although this activity is tactical in nature, it provides an underlying strategy for achieving broader objectives as well as a foundation for transitioning collaborative cybersecurity engagements.

For the complete article, visit: http://www.cps-vo.org/node/21405.
Sandboxing in the cloud

Cybersecurity experts working with complex systems often have to isolate certain components that cannot be fully trusted. A common technique for this is known as sandboxing—a method in which security layers are put in place to encapsulate software components and impose policies that regulate interactions between the isolated components and the rest of the system. Sandboxes provide a mechanism to work with a full sampling of components and applications, even when they are known to be malicious. Of course, if the sandbox fails or is bypassed, the production environment may be compromised.

Michael Maass, William L. Scherlis, and Jonathan Aldrich from the Carnegie Mellon University (CMU) Institute for Software Research in the School of Computer Science propose a cloud-based sandbox method to mitigate the risk of sandbox failure and raise the bar for attackers. The researchers call their approach “in-nimbo sandboxing,” after *nimbus*, the Latin word for “cloud.” Using a technique they liken to software-as-a-service, they tailor the sandbox to the specific application in order to encapsulate components with smaller, more defensible attack surfaces than other techniques. This remote encapsulation reduces the likelihood of a successful attack as well as the magnitude or degree of damage from a successful attack.

The authors note that “most mainstream sandboxing techniques are in-situ, meaning they impose security policies using only trusted computing bases within the system being defended. Existing in-situ sandboxing approaches decrease the risk that a vulnerability will be successfully exploited because they force the attacker to chain multiple vulnerabilities together or bypass the sandbox. Unfortunately, in practice, these techniques still leave a significant attack surface, leading to a number of attacks that succeed in defeating the sandbox.”

With funding from the CMU Science of Security (SoS) Lablet, Maass, Scherlis, and Aldrich conducted a field trial with a major aerospace firm. They were able to compare an encapsulated component deployed in an enterprise-managed cloud, with the original, unencapsulated component deployed in the relatively higher-value user environment. The researchers’ assessment was based on the criteria of performance, usability, and security.

1. **Performance evaluation:** The trial focused on latency of interactions and ignored resource consumption. For deployed applications, the technique increased user-perceived latency only slightly.

2. **Usability evaluation:** The sandbox’s design was structured to present an experience identical to the local version, and users judged that this was accomplished. Results suggest that the in-nimbo approach may be feasible for other types of systems as well because a field trial system is built primarily using widely adopted established components.

3. **Security evaluation:** Cloud-based sandboxes are more difficult to attack, partly because defenders can customize the environment in which an encapsulated computation takes place and partly because of the inherently ephemeral nature of cloud-computing environments. The in-nimbo system separates a component of interest from its operating environment and replaces it with a specialized transduction mechanism to manage interactions with the now-remote component, which has been moved to the cloud environment.

The authors indicate that this work is a precursor to an extensive study, still in progress, that evaluates more than 70 examples of sandbox designs and implementations against a range of identified criteria. The full study, “In-nimbo sandboxing,” can be accessed at http://doi.acm.org/10.1145/2600176.2600177. For the SoS newsletter article, visit http://www.cps-vo.org/node/21422.
On 17–18 March 2015, the NSA Trusted Systems Research Group met in Nashville, Tennessee with academic researchers from the Science of Security and Resilience for Cyber-Physical Systems (SURE) project to review their first six months of work. Researchers came from four participating institutions—Vanderbilt University, the University of Hawai’i, the University of California at Berkeley, and the Massachusetts Institute of Technology (MIT). Individuals from the National Science Foundation, Nuclear Regulatory Commission, and Air Force Research Labs also attended.

SURE is the NSA-funded project aimed at improving scientific understanding of “resiliency”; that is, the robustness of a cyber-physical system (CPS) to reliability failures or faults, as well as survivability against security failures and attacks. Initially, SURE focused on CPS architectures related to only water distribution and surface traffic control; the project now also focuses on air traffic control and satellite systems. The principal investigator for the SURE project is Xenofon Koutsoukos, professor of electrical engineering, computer science, and senior research scientist in the Institute for Software Integrated Systems at Vanderbilt University. Professor Koutsoukos indicated the use of these additional CPSs is to demonstrate how the SURE methodologies can apply to multiple systems.

The SURE project addresses the question of how to design systems that are resilient despite significant decentralization of resources and decision-making. Main research thrusts include hierarchical coordination and control, science of decentralized security, reliable and practical reasoning about secure computation and communication, evaluation and experimentation, and education and outreach.

The Resilient Cyber Physical Systems (RCPS) test bed, discussed in Emfinger, Kumar, and Karsai’s article in this issue (“Resilient and secure cyber-physical systems”), supports evaluation and experimentation across the entire SURE research portfolio.

In addition to the RCPS test bed, researchers presented 10 resiliency projects on behavioral and technical subjects including adversarial risk, active learning for malware detection, privacy modeling, actor networks, flow networks, control systems, software and software architecture, and information flow policies. The scope and format of the Cyber Physical Systems Virtual Organization web site (http://cps-vo.org) was also briefed. For the complete Science of Security newsletter article, visit http://www.cps-vo.org/node/21425.
Selecting Android graphic pattern passwords

With funding from the University of Maryland Science of Security Lab, researchers at the US Naval Academy and Swarthmore College conducted a large study of user preferences relating to usability and security of graphical password patterns used to access Android mobile phones.

Android mobile phones come with four embedded access methods: a finger swipe, a pattern, a PIN, or a password, in ascending order of security. In the pattern method, the user is required to select a pattern by traversing a grid of 3 x 3 points. A pattern must contain at least four points, cannot use a point twice, and all points along a path must be sequential and connected; that is, no points along the path may be skipped. The pattern can be visible or cloaked.

When a user enables such a feature, however, how does that person trade off security with usability? Also, are there visual cues that lead users to select one password over another and whether for usability or security?

The study by Adam Aviv and Dane Fichter, “Understanding visual perceptions of usability and security of Android’s graphical password pattern,” uses a survey methodology that asks participants to select between pairs of patterns and indicate either a security or usability preference. By carefully selecting password pairs to isolate a visual feature, a visual perception of usability and security of different features were measured. The 384 users in the study sample were self-selected via Amazon Mechanical Turk, an online marketplace for crowdsourcing. Users found that visual features that can be attributed to complexity indicated a stronger perception of security, while spatial features, such as shifts up/down or left/right are not strong indicators either for security or usability.

In their study, Aviv and Fichter selected pairs of patterns based on six visual features:

1. **Length**: Total number of contact points used
2. **Crosses**: The pattern double-backs on itself by tracing over a previously contacted point
3. **Nonadjacent**: The total number of nonadjacent swipes which occur when the pattern double-backs on itself by tracing over a previously contacted point
4. **Knight-moves**: Moving two spaces in one direction and then one space over in another direction, like the knight piece in chess
5. **Height**: The amount the pattern is shifted towards the upper or lower contact points
6. **Side**: The amount the pattern is shifted towards the left or right contact points

Users were asked to choose between two passwords, indicating a preference for one password meeting a particular criterion (such as perceived security or usability) over the other password. By carefully selecting these password pairs, researchers could isolate the passwords’ visual features and measure the impact of a particular feature on users’ perception of security and usability.

The researchers concluded that spatial features have little impact. More visually striking features have a stronger impact, with the length of the pattern being the strongest indicator of preference. These results were extended and applied by constructing a predictive model with a broader set of features from related work, and they revealed that the distance factor, the total length of all the lines in a pattern, is the strongest predictor of preference. These findings provide insight into users’ visual calculus when assessing a password, and this information may be used to develop new password systems or user selection tools, like password meters.

Moreover, Aviv and Fichter conclude that, with a good
predictive model of user preference, this research could be expanded and these findings could be applied to a broader set of passwords. For example, ranking data based on learned pairwise preferences is an active research area in machine learning, and the resulting rankings metric over all potential patterns in the space would greatly benefit the security community. For example, such a metric could enable new password selection procedures. The full study is available at http://www.usna.edu/Users/cs/aviv/papers/p286-aviv.pdf. For the complete Science of Security newsletter article, visit http://www.cps-vo.org/node/21423.

Computational Cybersecurity in Compromised Environments Workshop

The Special Cyber Operations Research and Engineering (SCORE) subcommittee sponsored the 2014 Computational Cybersecurity in Compromised Environments (C3E) Workshop at the Georgia Tech Research Institute (GTRI) Conference Center in Atlanta from 20–22 October 2014. This event, the sixth in a series of annual C3E workshops, brought together top academic, industry, and government experts to examine new ways of approaching the nation’s cybersecurity challenges. In particular, participants discussed how to enable smart, real-time decision-making in situations involving both “normal” complexity and persistent adversarial behavior.

Since its start in 2009, C3E’s overarching objectives have been to develop ideas worth additional research and to develop a community of interest around unique, analytic, and operational approaches to the persistent threat.

C3E 2014 continued to focus on the needs of the practitioner and leverage past themes of predictive analytics, decision-making, consequences, and visualization. The two tracks, Security by Default and Data Integrity, were developed based on recommendations from senior government officials in order to ensure that outcomes will be applicable to real-world security needs. As in previous years, the event included keynote addresses on a wide range of cybersecurity topics, a discovery or challenge problem that attracted participants’ analytic attention prior to the workshop, and track work that involved small-group focus on security by default and data integrity.

This year’s discovery problem focused on approaches that challenge traditional thinking on using metadata to identify high-interest, suspicious, and likely malicious behaviors. Participants used the Department of Homeland Security’s Protected Repository for the Defense of Infrastructure against Cyber Threats (PREDICT), a rich collection including the borderline gateway protocol, the domain name system, data applications (net analyzer), infrastructure (census probe), and security (botnet sinkhole data, dark data, etc.).

The Data Integrity Track addressed issues associated with finance and health/science, and captured relevant characteristics. Track participants also identified potential solutions and research themes for addressing data integrity issues: 1) diverse workflows and sensor paths, 2) cyber insurance and regulations, and 3) human-in-the-loop data integrity detection.

The Security by Default Track focused on addressing whether it is possible to create systems that are secure when they are fielded, and examined the common perception among stakeholders that such systems may be less functional, less flexible, and more difficult to use. Participants identified five topics that might merit additional study:

1. The “building code” analogy—balancing the equities,
2. Architecture and design—expressing security problems understandably,
3. Architecture and design—delivering and assuring secure components and infrastructure,
4. Biological analogs—supporting adaptiveness and architectural dynamism, and
5. Usability and metrics—rethinking the trade-off between security and usability.

For the complete article, visit http://www.cps-vo.org/node/21421.
In June, the National Security Agency uploaded the Security Integrity Management Platform (SIMP) software to its new open-source software (OSS) site on GitHub, one of the world’s largest hosting services for sharing source code. This technology can provide a solid “defense-in-depth” strategy for enterprise security and will make it easier for other government organizations and private industry to adopt this tool to help fortify their networks against cyber threats.

SIMP enables the creation of secured Linux clusters that can maintain a specific security posture and ensure system integrity by consistently applying policy-oriented and best-practice configurations over time. SIMP incorporates the centralized management tool from Puppet Labs to address process degradation at the operating-system level and eases auditing, accreditation, and client upgrade processes. SIMP is a continually managed, minimal Linux distribution based on Red Hat 6.x and 7.x; it can also support the Community Enterprise Operating System (CentOS) Linux distribution.

NSA has increasingly shared its research with the open-source software community, a move that can accelerate the development of innovative capabilities and solutions in both the public and private sectors. For example, the NSA Technology Transfer Program (TTP) recently prepared the OSS release of the Agency’s NiagaraFiles (Nifi) technology via the Apache Software Foundation. The global reviews and critiques that stem from open-source releases can broaden a technology’s applications for the US private sector and for the good of the nation at large.

Why does NSA need its own GitHub site? Linda Burger, director of the NSA TTP, notes that “an agency site aggregates the niche, cutting-edge technology that NSA is offering to open source via GitHub, making it easy to find and access.”

Burger also noted OSS releases are extremely efficient for transferring technology from the federal laboratory to the marketplace. “This approach enables the Agency to adapt to the tremendous speed of technology advancement in support of mission solutions, while also making applications available to the public at no charge.”

Carl Caum, senior technical marketing manager at Puppet Labs, said his company is excited by NSA’s contribution to the open source community.

“The goal of the SIMP framework is to help users automatically enforce compliance with various Security Content Automation Program (SCAP) profiles through the consistent configuration of core infrastructure components. NSA’s contributions can help other organizations with similar challenges, so operations teams don’t have to spend precious time trying to solve the same problem themselves. That’s the power and beauty of open-source software.”

To learn more about technology transfer activities at NSA, please contact the TTP at tech_transfer@nsa.gov or 1-866-680-4539. [Photo credit: cacaroot/iStock/Thinkstock]