Assisting the Language Analyst: Multi-disciplinary Research at CASL
**Letter from the Editor**

*The Next Wave* (TNW) is known for its coverage of computer science and engineering. In this issue, however, we take a slightly different path to present research ongoing at the University of Maryland Center for Advanced Study of Language (CASL).

In 2003, NSA/CSS was designated Executive Agent for the University Affiliated Research Center (UARC) at the University of Maryland Center for Advanced Study of Language. CASL was created as the first and only Department of Defense (DoD) UARC dedicated to research in human skills—language, cognition, and culture. This unique status came about because DoD and the Intelligence Community (IC) recognized the need for a sustained focus on language readiness.

In 2008, CASL was integrated into the NSA/CSS Research Directorate. This integration is expected to provide CASL with multidisciplinary knowledge, helping CASL address all dimensions of the language analyst’s tasks.

CASL’s mission is to provide empirical data from solid research to support management decisions involving language analysts. For example, how can we identify people who can learn languages more easily? How can we increase a language analyst’s ability to problem solve? How can we use technology to assist language analysts in finding unfamiliar words? These questions, and more, are addressed in CASL’s research as presented in this issue of TNW.
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As Jane the language analyst (LA) listens to voice material and composes her report, she is faced with a cognitively, linguistically, and technologically challenging job. Although we can hear the voice material and read her report, we can’t see what’s going on inside Jane’s head as she works. The University of Maryland Center for Advanced Study of Language (CASL) is devoted to finding out what’s going on inside Jane’s head and to giving her the linguistic, cognitive, and technological support she needs to do her job more effectively and efficiently.

Considerable resources have boosted the Intelligence Community’s capabilities to capture information, and technologically advanced language tools have been created. However, optimizing the performance of LAs facing challenging tasks also requires considering insights and methods from the behavioral and social sciences, particularly the cognitive, language, and brain sciences. CASL’s multidisciplinary research brings together scientists from these diverse fields to help Jane, the human in the equation, work more productively. CASL scientists begin with complicated tasks such as text comprehension or translation and decompose them into more elementary cognitive functions and more detailed information processing mechanisms such as:

- working memory,
- divergent thinking and creative problem solving,
- information evaluation and selection,
- analysis of word meaning and its relation to word form, and
- speech/sound discrimination and its contribution to general language aptitude.

The articles in this issue of The Next Wave describe CASL research on these five processes in more detail. The articles illustrate how CASL scientists decompose Jane’s mental processes to improve language analyst selection, training, and on-the-job performance while highlighting the importance of the partnership between LAs and CASL researchers.

**A working memory workout**

Because Jane needs to hold many bits and pieces of information in mind as she listens, she needs a good working memory. Working memory is the cognitive mechanism that allows us to hold disparate information in mind. It is dedicated to the temporary processing, maintenance, and integration of information. Michael Bunting and his collaborators have worked to alleviate some working memory limitations for Jane. Because limitations in working memory are related to language processing difficulty and misinterpretation, training that improves working memory should improve memory capacity. Additionally, such training should also generalize to broader sets of cognitive tasks and processes that rely on working memory—for example, resolving ambiguity, overcoming misleading context, and filling in missing or corrupted information.

**“Thinking out of the box”**

Jane is also faced with the problem of linking the information that she hears with other knowledge that she has. In other words, she needs to make connections between what she hears and what she knows. Henk Haarmann and Jared Novick discuss how insights and methods from cognitive science may be used to improve the divergent thinking of LAs and all-source analysts so that they can more easily connect information. Divergent thinking is the ability to think of many useful solutions to open-ended problems—not just common solutions, but also creative ones. For example, LAs are often required to think of possible causes, consequences, and conceptualizations of actors and events they report on. Divergent thinking can be enhanced by changing Jane’s neurophysiological and cognitive states. Providing analysts with approaches from
cognitive neuroscience to improve their divergent thinking is important for improving their ability to generate multiple plausible interpretations for texts with missing information, massive linguistic ambiguity, and active distortion or intended deception.

**What’s the bottom line?**

Jane and her supervisor need to ensure the quality of Jane’s report. As part of a quality evaluation, Jane’s supervisor needs to assess the difficulties Jane faced with the material and to evaluate it along critical dimensions. Erica Michael and her colleagues have identified key component cognitive processes of what’s going on inside Jane’s head as she accomplishes her complex language analysis task. Based on this cognitive task analysis, CASL has developed a related quality control (QC) tool for assessing the quality of the summary product. The QC tool’s evaluation dimensions (e.g., completeness, significance, accuracy) identify important elements for evaluation, engender thorough quality assessment, and provide a common language for supervisors and LAs to discuss the reports.

**For a better dictionary, build a better parser**

When analysts have less-than-perfect language skills, finding words in the dictionary can be difficult due to the complicated structure, or morphology, of many word forms, as well as the complexities of spelling in some languages. As a result, junior analysts working in morphologically complex languages like Pashto and Urdu may be spending too much time looking up unfamiliar words, making it difficult for them to arrive at a thorough understanding of the overall text. Anne David and her associates describe work that makes dictionary search both faster and more accurate by means of a computational tool called a morphological parser. Their innovative approach offers two improvements over traditional parser-building methodologies: (1) it safeguards against software obsolescence thanks to grammatical formalisms that are written at a linguistic, rather than a computational, level; and (2) it provides a template for developing grammars—and hence parsers—that is easily portable to other languages, thus addressing a 30-year-old limitation.

**A talent for language**

On the one hand, if Jane is an expert, experienced LA, she will not have many of the problems faced by junior LAs. How can we identify those LAs who have the potential to become expert LAs? Cathy Doughty and her colleagues are developing an aptitude battery to assist with the selection and hiring of future top analysts. The battery aims to identify individuals with high language aptitude so that training and hiring resources can be focused on those who are most likely to succeed. Currently, used language aptitude tests predict success in the early lower-level stages of language learning. A unique feature of the new battery—Hi-LAB—is that it predicts high-level language learning success. The Hi-LAB cognitive behavioral tasks decompose language learning, a multi faceted and complicated cognitive language task, into component processes that support it, such as verbal working memory capacity, processing speed, and sound discrimination, in order to assess a candidate’s aptitude. Doughty and her team currently are validating the Hi-LAB battery for operational use.

So what’s going on inside Jane’s head—the black box—is neither simple nor transparent. We often think of language analysis as simple, because using language in our everyday lives proceeds so easily without conscious thought. However, research shows that the problems faced by Jane on the job are complex and difficult. CASL’s research is intended to alleviate some of those problems and make Jane’s job a little easier.
The brain stops developing after childhood. At least that was the commonly held belief—until recently. A person may continue to learn throughout life, but core cognitive abilities—such as the speed with which information can be processed, the ability to focus attention, the capacity for remembering and tracking information when distracted—supposedly remain fixed and even decline with age.

Scientific research is changing that perception, however, suggesting now that certain types of mental workouts, also known as "brain training," can actually improve core mental abilities and protect against cognitive decline. Just as exercising a muscle increases physical strength, exercising the mind can increase mental fitness in terms of how much information can be processed and maintained at once, and the ability to focus attention on a task. A thriving brain training industry is growing around this research. Brain training software is now available for video game systems and even cell phones [1].

The possibility of improving mental abilities into adulthood and even old age is indeed exciting, as is the prospect of mitigating the effects of clinical disorders such as Alzheimer's disease and attention deficit hyperactivity disorder—ADHD. But normal populations stand to benefit from cognitive training as well. Researchers at CASL are currently testing how intensive mental workouts benefit healthy participants and who is likely to gain most from such interventions.

Within the Intelligence Community (IC), language analysts have been identified as likely candidates for brain training. Understanding language in one's first and foreign languages requires the temporary maintenance of linguistic input because words, phrases, and sentences are not spoken (and therefore not heard) all at once. Instead, they unfold sound by sound, word by word. The same is true for written material: we make successive eye fixations across text on a page as we read, rather than viewing an entire sentence all at once. Until additional information reaches the ears or the eyes, a listener, reader, or translator must hold provisional interpretations in mind so that newly encountered input can be updated and integrated into one's developing representations of sentence meaning. Thus, comprehension proceeds incrementally.

Even under ideal listening or reading conditions, focusing attention is crucial for an accurate interpretation. Just a brief mental lapse can cause important information to be missed. Mental focus is even more important when interpreting material that is either incomplete or ambiguous, as this article explains later. And when details of a story unfold over long periods of time, or when the full account comes from multiple sources bit by bit, mental focus is all the more important.

People differ naturally in their core cognitive abilities, and these differences have an impact on language processing and comprehension tasks. What is not clear, however, is whether performance on language tasks can be improved through a relevant brain training regimen that targets general cognitive abilities and, if so, under what conditions and by how much.

Research at the University of Maryland Center for Advanced Study of Language (CASL) has targeted understanding core cognitive abilities. This research, particularly in memory and attentional control, applies to language practitioners and their efforts to understand a foreign language.
Which mental resources enable quick and efficient information processing?

In order to quickly and efficiently process information, we rely on the working memory system—that is, the attention and memory systems that enable what we commonly refer to as “multi-tasking.” Working memory can also be thought of as our mental workspace: the small amount of memory that holds and manipulates information for ongoing use. This dynamic working memory system guides behavior and allows us to maintain conscious awareness of goal-relevant information.

At the same time, the working memory system prevents potentially irrelevant or distracting information from gaining access to our consciousness. By deliberately focusing or dividing attention, we can pay attention, make and maintain plans, and engage in goal-directed behavior.

The working memory system is different from the long-term memory system, which is the repository of information that can be stored for days, weeks, and years. Information such as our personal experiences (e.g., what we ate for lunch yesterday), facts (e.g., the date the Declaration of Independence was signed), and how to perform a certain task (e.g., riding a bicycle) are all saved in long-term memory, not working memory.

The limitations of working memory

As we know from the experience of our own memory limitations, working memory is time and capacity limited. For example, many people have had the experience of almost immediately forgetting the name of a new acquaintance. Clearly, there are constraints on how much information can be processed, manipulated, and integrated effectively all at once. Although everyone has had the experience of losing (i.e., forgetting) information they had been holding in working memory (like your new acquaintance’s name), individuals vary in their working memory capacity and in how susceptible they are to short-term forgetting. Furthermore, people are not always aware of how divided attention affects their ability to process information from one task to another. For example, when a conversation is abruptly interrupted by another event (a waiter asking to take your order), many people experience an inability to remember exactly what they had intended to say.

Attentional control is important to the function of the working memory system. Here, we define attention as a central, limited-capacity resource that can be voluntarily applied to holding and manipulating information in memory [2-5]. The central aspect of attention indicates that the resource is shared between all modalities (vision, hearing, etc.) and types of information coding (phonological, orthographic, spatial, etc.). The limited-capacity aspect indicates that one type of manipulation or storage can be increased only at the expense of other types.

The allocation of attention can be modified voluntarily, as is indicated when participants adjust their attention allocation according to variable instructions or payoffs. However, attention is not completely voluntary: flashing lights, loud noises, motion (or “pop-ups”) on a website, and sudden movements can involuntarily grab attention away from an intended task. Such a distraction can cause a lapse in attention and, by extension, a failure to remember critical components of the task that was being completed (e.g., the name of your new acquaintance; the context of the newspaper article you were just reading).

The neuroscience of working memory

The working memory system is located diffusely throughout the brain and appears to rely mainly on the same brain regions as the prefrontal cortex (PFC) and basal ganglia, which are involved in higher-order cognitive functions such as decision making, planning, and working memory. The PFC is also involved in other cognitive processes such as attention allocation and the ability to suppress irrelevant information.

Testing attentional control: Flashing lights grab people’s attention, and advertisers often exploit this as a way to get us to look at their ads. It is also used in laboratory tasks to measure attentional control. The anti-saccade task [6] is one such laboratory task. (A saccade is a quick eye movement that we make from one spot to another in order to look at an object.) In this task, individuals are shown a screen with only a single fixation point in the center to look at (see Figure 1). Then an object suddenly appears on either the right or left side of the screen. Participants are instructed ahead of time to either look toward the new object (pro-saccade) or away from it (anti-saccade). The natural response is to look toward the newly appearing object because it captures our attention; looking in the other direction takes attentional control. People with greater working memory capacity are better able to voluntarily control attention and direct it away from the flashing object [7].

Figure 1: Attentional capture in the pro-saccade and anti-saccade tasks. In the pro-saccade task, participants are always told to look toward the flashing light in anticipation of the red “X”, which flickers only briefly on the same side of the screen. But in the anti-saccade task they must look away from the flashing light in order not to miss the red “X”’s brief presentation on the opposite side of the screen. The flashing light captures attention, but resisting the urge to look in the direction of the red “X” in the anti-saccade task takes attentional control.
regions as general fluid intelligence. The control center of the working memory system is located in the prefrontal cortex (PFC), the area at the front of the brain above the eyes. The primary function of the PFC is to orchestrate, coordinate, and guide our thoughts and actions in concert with current task goals and intentions. Some individuals have greater control over their thoughts and actions than others.

Studies of patients with traumatic brain injury to the PFC, Alzheimer’s dementia, Parkinson’s disease, and regular aging have shown that interruptions and impairment of the PFC make multi-tasking difficult or impossible. In a classic example of this, Baddeley, Bressi, Della Sala, Logie, and Spinnler [8] compared the dual-tasking performance of young and elderly adults to that of patients with Alzheimer’s dementia. The first of two tasks tested participants’ memory for sequences of digits. The second of the two tasks tested motor control and the ability to track a moving light with a hand-held stylus. The Alzheimer’s patients and the young and elderly adults were equally good in their performance when these tasks were completed separately. However, only the Alzheimer’s patients were significantly impaired when they tried to combine the tasks by remembering digits while tracking the light at the same time.

Consistent with previous findings, the Alzheimer’s patients had some unimpaired memory and motor function, but their dual-tasking ability was severely compromised. Baddeley et al.’s results suggest that age does not necessarily influence the capacity for dual tasking, but that the loss of neurons and synapses in cortical and sub-cortical regions associated with Alzheimer’s dementia does have a significant impact.

**CASL’s working memory workout**

Whether sweatin’ to the oldies or tackling Tae-Bo, science has long extolled the benefits of physical fitness training. While you have probably heard of the aerobic exercise spinning, you probably have never heard of spanning, which is a term CASL researchers coined for their new memory exercise program, designed not for physical fitness but for memory fitness. CASL researchers are developing a working memory workout designed to increase working memory span—the length of the information sequence one can hold in immediate memory—through attentional control training.

CASL’s attention and working memory training program is designed to stimulate brain activity and promote the sort of higher-level cognitive functioning required for text comprehension and language analysis. Research in cognitive psychology and cognitive neuroscience, including work done at CASL, suggests that the attentional processes that make multi-tasking possible may be critical for first and foreign language text analysis and reading comprehension. Indeed, the same regions of PFC that are known to be involved in the control aspects of working memory are also involved in language processing tasks. Brain-imaging studies have demonstrated an overlap in the localization of brain activity when healthy adults perform anti-saccade-like tasks (Figure 1) and certain types of language processing tasks that are complex or ambiguous—tasks that also require attentional control (see examples that follow). Likewise, patients with brain lesions to the PFC exhibit a failure to correctly perform working memory tasks that require attention control (like the anti-saccade task) as well as a failure to correctly understand grammatically complex or ambiguous sentences.

**How do working memory training programs work?**

Working memory training programs capitalize on the brain’s enormous capacity to adapt to changes in the environment. People differ in their working memory abilities, and these differences have a direct impact on their daily lives and job performance. Individuals with greater working memory resources have better attentional focus and better short-term memory. Individuals with fewer working memory resources are more easily distracted and are more likely to forget information they were trying to use. Recall the previous example of the difficulty people sometimes have when trying to pick up a conversation following brief and unexpected interruptions.

CASL researchers hypothesize that the proposed working memory/attentional control training program stimulates the PFC. As the control center of the working memory system, the PFC is the brain region responsible for fast and efficient working memory performance. CASL’s research scientists are challenging the conventional wisdom that working memory capacity is innate and cannot be enhanced through training.

A critical assumption of this work is that cognitive abilities, and the underlying brain structures that support them, are amenable to change. CASL’s researchers hypothesize that engagement in cognitively demanding tasks leads to functional changes in the neurological pathways that sustain effective and efficient working memory processes.

One of the most important recent findings to emerge from the cognitive neuroscience literature is that of neural plasticity in adults [9,10]. Previously, scientists believed only children had such plasticity. However, recently scientists have found that adults’ neurological pathways and structures also appear to change in response to repeated engagement in particular tasks [11-13]. Importantly, changes in neural structure can result from the day-to-day engagement in routine activities or through extensive training or practice [14-19].

CASL’s working memory workout is still in development, so we cannot convey all the details of the research in this article. However, we can mention that the program consists of multiple attention and memory exercises, some of which are based on traditional behavioral laboratory measures of working memory capacity.
How do researchers develop working memory training tasks?

Researchers rely on traditional laboratory measures of working memory to develop working-memory training tasks. A group of tasks known collectively as complex span tasks are typically used to measure verbal working memory span. Complex span tasks are tasks that actually involve performing two separate tasks concurrently, combining a memory requirement with an attentional control requirement.

A commonly used complex span task is the operation span task (O-Span) [20]. Figure 2 depicts the traditional O-Span task for a single O-Span item (top) and a single trial (bottom). Each item consists of a mathematical equation paired with a to-be-remembered word. Each trial consists of a series of such items. A trial begins with the presentation of a fixation point followed by a mathematical equation and the to-be-remembered word. For each item, the participant reads the equation aloud, indicates if the equation is correct or incorrect by saying yes or no, and then reads the word aloud. After reading the word, the experimenter advances to the next equation-word pair, and the procedure repeats. At the end of the trial, the participant receives a cue to recall all the words in serial order; the number of words correctly reported reveals the participant’s span.

To transform a behavioral laboratory task such as the O-Span task into a working-memory training task, researchers must make several modifications. The task needs to progress in difficulty from easy to difficult, adapting dynamically as an individual’s performance improves (i.e., as their span increases), and the task needs to offer users feedback on their performance. Repeated practice at regular intervals is also critical.

Does working memory training improve performance in real-world tasks?

Yes. Recent work in the field of cognitive neuroscience demonstrates the effectiveness of extensive attention, perception, and memory training for improving overall cognitive functioning in both children and adults. For example, performance on tests of general fluid intelligence, as well as on mathematical reasoning, has been shown to increase (compared to relevant control conditions) following as little as 10 to 20 hours of cognitive training [21].

Strikingly, cognitive training has been shown to reverse age-related declines in cognitive performance, decrease automobile accidents in elderly adults, and even reduce behavioral symptoms associated with childhood ADHD. These results, and others, speak to the efficacy of cognitive training for improving functioning across a wide variety of tasks and across a wide variety of individuals.

Further, these results suggest that by increasing attention allocation and working memory capacity, people may also be able to improve their performance in more general areas that rely on attention and working memory, including language. Although prior work has shown that cognitive training can improve performance on psychometric tests of ability, no work has tested the hypothesis that it results in real gains in real-time language comprehension or the interpretations readers assign to sentences.

Why is working memory training relevant to language?

Language processing, comprehension, and translation require attention. During reading and spoken language processing, readers and listeners have to extract the meaning of the individual words they encounter, and also package them into phrases to form a coherent sentence that accurately reveals who is doing what to whom, that is, the general content of what the writer or speaker is intending to communicate.

Many factors can adversely affect reading comprehension, including textual inconsistencies within and across sentences; complex or unusual vocabulary within the text; the reader’s unfamiliarity with the subject matter; infrequent words or unexpected propositions; and the reader’s cognitive skills, including memory capacity and attentional control. These factors affect reading comprehension in a person’s first and second language.

Prior research has found that working memory supports the comprehension process of resolving ambiguities in text, which arise routinely during language interpretation. Evidence from language processing studies indicates that readers and listeners interpret sentence meaning in real-time as words and phrases are perceived. In other words, readers and listeners do not wait until the end of an utterance to begin assigning an interpretation to what they just read or heard [22-26]. While economical, one important consequence of real-time processing is that it routinely comes at the cost of
having to deal with temporary ambiguity. Consider for instance sentence (A):

(A) The agents finally discovered the crucial evidence could not be located with GPS.

As the words in example A are encountered, a reader begins to interpret the input in a way that is consistent with his or her prior knowledge of the verb discovered, namely that it is highly likely to appear with some discoverable object, reflecting that something was indeed discovered (e.g., ‘The agents discovered the evidence and sent it to the lab.’). However, such knowledge is insufficient to be an exact guide to how the rest of the sentence will unfold, as illustrated in (example A), where new input, could not be located with GPS, is encountered and unambiguously signals that the agents actually did not discover the evidence! In other words, at the point in the sentence when readers encounter the sentence, the sentence is temporarily ambiguous.

When encountering later-arriving information – could not be located – readers tend to exhibit processing difficulty reflected by elevated reading times and/or several re-reads, presumably because they have to “slam on the brakes” – they must override their initial interpretation of the evidence as something the agents discovered, and instead recover an alternative meaning that allows the evidence to refer to something that could not in fact be located [27]. This processing difficulty is known as the garden-path effect: readers (or listeners) are led down one path of interpretation in light of strong developing information that points toward one likely interpretation, only to find that this initial interpretation commitment is ultimately wrong once new information is encountered. CASL researchers are currently recording readers’ eye movements as they make their way through ambiguous sentences of the garden-path variety, to collect fine-grain, real-time data about where in a sentence difficulty is encountered (and how eye movement patterns change after working memory training, i.e., how real-time processing difficulty is alleviated).

Moreover, under such ambiguous conditions, readers tend to make more errors when answering comprehension questions that probe whether initially misunderstood elements of an ambiguous phrase linger by continuing to influence readers [28]. For instance, when asked questions such as, “Did the agents discover the evidence?” many people (with lower working memory capacity) will answer yes, even though the correct answer is no. Thus, the incremental processing of sentences can place high demands on the language processing and attentional control systems, especially when the initial interpretation of a temporary ambiguity must be overridden in light of later arriving linguistic material.

The ability to deal with ambiguous and complex language has long been tied to individuals’ working memory capacity and attentional control abilities [28-32]. The kind of ambiguity resolution scenario described in example A and the cognitive processes needed to resolve it have also been equated with those needed to successfully complete general non-linguistic attentional control tasks (e.g., the difficulty most people have when directing their gaze in the opposite direction of an attention-grabbing image; see Figure 1). Neurologically and cognitively speaking, working memory, ambiguity resolution, and non-linguistic attentional control appear to engage many of the same neural systems within the PFC [33-36].

So, working memory helps readers and listeners avoid misleading assumptions?

A failure to consider alternative sentence meanings and fully resolve ambiguities in real-time could result in a mischaracterization of sentence meaning that ultimately has important implications. Consider: a foreign language practitioner encounters complex or ambiguous material in her foreign language to translate, such as the example in example A, and thus has to rely on working memory and attentional control. A lapse in attention may cause a foreign language practitioner to arrive first at the most reliable or frequent interpretation of sentence meaning (that the evidence was discovered), but not override it (e.g., in example A) above, translating the text to reflect that certain evidence was discovered when indeed it was not.

A large-scale, intensive training regimen that targets the attentional control aspects of working memory may therefore have important effects on real-time language processing and the ultimate resolution of ambiguity at multiple levels. We predict that after cognitive training, readers will experience less online reading difficulty and fewer overall comprehension errors linked to complex or ambiguous language—in other words, we predict that the effects of complexity and ambiguity will diminish. Streamlining reading processes by “greasing” the cognitive wheels that support them has obvious implications for language and intelligence analysts.

Conclusion

The study of language comprehension has a long and rich history, and much is known about how people process linguistic information. However, despite the many theoretical and empirical advances that have been made, relatively little work has been devoted to developing training procedures that improve first and foreign language processing. By increasing trainees’ working memory capacity and attentional control through CASL’s spanning workout, language practitioners may be able to improve their analysis performance, particularly when texts are corrupt, incomplete, ambiguous, or otherwise difficult to process. Because analysts typically work with materials that are not in their first language, dealing with these challenges is especially hard and places significant burdens on their work-
If you think the structure of the universe is complex, consider how the interconnectedness of billions of neurons self-organize to produce a single spoken word, a sentence, or a lengthy conversation.

Language comprehension is a multifaceted and complex process. It requires access to a mental lexicon (the repository of words stored in your mind) and implicit knowledge of syntactic rules so we know how to correctly package words and phrases together in order to figure out who is doing what to whom in a sentence. The working memory system is only one small piece of this process, but it is a crucial piece. Example A (The agents finally discovered the crucial evidence could not be located with GPS.) is just one of many that illustrate the need for careful attention and working memory so as not to experience reading difficulty or ultimately misinterpret a sentence.

Working memory and attentional control also help readers maintain information across long spans within (and across) sentences. Consider the following:

**The little girl wearing a green hat and grey coat, who was sitting next to an old lady with a tiny umbrella, fell asleep on the train.**

A reader here has to hold the little girl in memory for a long time before he or she gets to know what happened—that she fell asleep on the train. Having a smaller working memory span and attentional control can cause someone to quickly forget (or at least be confused about) the subject of the sentence (the little girl rather than the old lady). Thus, the reader with lower working-memory capacity may be required to re-read or backtrack, which will result in a slower comprehension process and a greater susceptibility to erroneous interpretation (e.g., thinking that the old lady fell asleep, due to the physical proximity of the phrase an old lady with a tiny umbrella to the phrase fell asleep on the train).

In addition, having a smaller working memory capacity can also impede the rate of learning a new language, delay reading time, decrease comprehension, and lead to errors in linguistic inferences. Low working memory capacity has been implicated as a reason for reduced comprehension of metaphoric expressions such as the masked hijackers were politicians [37], in which the literal meaning of a sentence cannot be taken at face value. With metaphoric expressions, readers must suppress the literal meaning to promote an alternative, contextually relevant meaning (perhaps that the hijackers were not really senators, for instance, but rather maintained politician-like qualities including negotiation, posturing, etc.).

Misinterpreting such a phrase could have negative consequences. Because readers and listeners, including foreign language practitioners, frequently deal with this type of material, the psycholinguistic finding that readers with lower working memory capacities tend to provide incorrect analyses of metaphoric expressions ought to inform how we think about improving language analysis. This finding is especially relevant given that processing and comprehending input in someone’s second language taxes that person’s working memory more than first language processing, especially at lower proficiency levels—understanding in such cases is less automatic. We believe, therefore, that training working memory is fertile experimental ground.

Attentional control and working memory are also required for many other aspects of language use and comprehension. **Code switching**—a term linguists use to describe the use of two or more languages in a conversation—is a prime example of having to control the shifting of attention among multiple tasks. Likewise, translation and interpretation from one language to another requires engaging multiple languages simultaneously.

Other research shows that working memory capacity co-varies with the rates of first and foreign language vocabulary learning, with reading and listening comprehension, and with writing proficiency [38-41]. In vocabulary learning, for example, working memory makes it possible to hold a newly learned word in memory while learning to associate it with known words and meanings.

Taken together, prior work has demonstrated a compelling correspondence between working memory ability and the ability to engage in successful language understanding at multiple levels, including resolving ambiguity and mitigating against its lingering effects, metaphor comprehension, and switching between one’s first and foreign language within a single conversation. Consequently, pairing this research with the research on working memory training may have important implications: enhancing the working memory system through adaptive training may have valuable applied outcomes for language comprehension, including improved performance on tasks of ambiguity, metaphor generation and comprehension, and code switching—all tasks routinely undertaken by foreign language practitioners.
ing memory and attentional control systems. By training this system—which is critically relevant for resolving complex, incomplete, or ambiguous language—CASL researchers hope to improve the performance of language practitioners.
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Further Reading
“Thinking Out of the Box” Through Cognitive Neuroscience

Imagine you are interpreting an utterance in a foreign language. The utterance contains an ambiguous word—let’s pretend the word in the foreign language is dax—and you can only glean the gist of what the sentence means: “onto an airplane, load kitchen and food supplies in the dax.” You ask yourself, what does dax mean in this context?

You recognize that dax usually means “afternoon.” However, dax can also mean “rear.” Both interpretations are plausible in this case. The linguistic context that preceded this utterance might have pointed toward the location meaning; however, that part of the communication is missing.

Now, imagine that you, a foreign language practitioner, select the “afternoon” interpretation because it is the more common usage of dax. Failure to consider the alternative meaning—“rear”—could lead the intelligence analyst who uses your translation to draw an incorrect and possibly perilous assessment. Providing scenarios that account for all possible interpretations of ambiguous terms requires foreign language practitioners and intelligence analysts to apply their best divergent thinking skills to the task.

Divergent thinking (DT) is the cognitive ability to think of as many useful solutions as possible for open-ended problems. These solutions include both common solutions that come easily to mind, and less common ones that require flexible, creative thought. As the opening scenario illustrates, foreign language practitioners and analysts require good DT skills because the problems of interpretation they encounter are often open-ended. Linguistic and contextual ambiguities, combined with incomplete transcripts, make it difficult to provide accurate interpretations.

Other factors might contribute to the interpretive challenge, as well. For example, communications can be intentionally distorted. In the opening scenario kitchen and food supplies could be euphemisms for dangerous and illegal materials. Relevant conditions such as weather or personnel on the scene might also be in flux. If the linguist translating the utterance in the example had known that a storm was predicted to clear soon, afternoon might have seemed the better word choice [1].

Researchers at the University of Maryland Center for Advanced Study of Language (CASL) are looking into ways to improve DT. In this article we discuss the brain and cognitive mechanisms involved in DT. We then describe CASL’s research efforts to improve analyst’s DT using two methods: (1) alpha neurofeedback training and (2) changing mental set.
Brain and cognitive mechanisms

Cognitive neuroscience is aimed at understanding the neurobiological bases of human thought processes, including problem solving and attention. Recently, a panel from the National Academy of Sciences concluded that cognitive neuroscience methods are crucial for both assessing and inducing brain states that reflect expert performance of Intelligence Community (IC) and military professionals [2]. Two advances in cognitive neuroscience have proven to be particularly important for our understanding of the neurocognitive mechanisms underlying creative problem solving, including DT ability: (1) recent insights about the kinds of brain waves associated with good DT and (2) elucidation of the role of cognitive control mechanisms in the frontal parts of the brain, near the forehead.

Brain waves and DT

Alpha brain waves have been associated with DT. Brain activity varies in intensity and, like radio waves, can be analyzed in terms of signals in various frequency ranges (Figure 1).

Alpha waves are regular sinusoidal brain waves. When a person is in a calm and alert state of mind, alpha waves are more prominent than theta or beta waves. Hans Berger, the discoverer of the human EEG (electroencephalograph), observed that when a person closes his eyes, alpha waves become easily visible in recordings focused over the vision centers in the back of the brain. However, under certain conditions researchers also see an increase in alpha brain wave activity when subjects have their eyes open. Three states in which a person’s alpha wave activity is elevated are (1) while trying to ignore a visible distracting stimulus, (2) while attending to an imagined stimulus, and (3) while holding information in the part of memory that stores word meaning. What these different conditions have in common is an inward direction of attention that frees the mind from actively processing potentially distracting stimuli in the environment.

Recent cognitive neuroscience studies have found evidence to support the hypothesis that a problem solver in an elevated alpha state is much more receptive to becoming aware of his inner trains of thought. This heightened awareness extends to weakly associated thoughts, which are otherwise difficult to detect. Conceiving such remotely associated thoughts, or weak associates, is central to DT.

Jung-Beeman et al. [3] tested participants in EEG and fMRI (functional magnetic resonance imaging) studies for compound remote associates (CRA). During the CRA test, participants must think of a word that forms a compound word or phrase when associated with each of three other words. The test is designed to add difficulty by including solution words that have a relatively weak association with each of their three related stimulus words. In the test a participant might be given the stimulus words shoe, car, and French, and have to come up with horn for the solution word. Immediately after answering, the participant reports whether he arrived at his answer more with insight—defined as a sudden awareness of the solution—or sheer mental processing effort.

Just before participants solved a problem with insight, the researchers observed an increase in alpha waves over the visual-spatial regions in the back of the right brain (specifically over a sensor location known as P08). Heightened alpha states were followed by a burst of gamma waves. Jung-Beeman and colleagues reasoned that alpha waves reflected a recerp-
were found to be similar to those obtained from the AU study. Results from the AU study indicated a role of alpha brain waves in creative problem solving. Alpha neurofeedback training was reported in an EEG study on DT by Gruber, Fink, and Neubauer [4]. Participants in the study were given an alternate task in which they had to generate as many ideas for a given object as they could think of. The subjects were encouraged to focus on creative and original applications. For example, in response to the test word brick, a participant might answer paper weight, door stop, weapon, and so forth. Just before the participant was ready to give another answer, he would press a button. After the test, the participant judged on a rating scale the originality of his answers.

The study found that alpha activity over the right visual-spatial regions of the brain (including PO8) was greater when participants generated ideas they rated as more original. Results from the AU study were found to be similar to those obtained by Jung-Beeman and colleagues in terms of brain region and cognitive process. Weak meaning associates in the CRA test and original answers on the AU test both occurred. The observed increase in alpha activity is hypothesized to be due to the subjects’ inwardly turned attention during the answer-giving state in which the visual-spatial part of the brain was not overwhelmed with processing potentially distracting stimuli, thus making linked regions more receptive to detect the weakly associated answer word. The subsequent gamma wave was hypothesized to reflect the sudden emergence of the insight solutions into awareness.

Further evidence for a role of alpha brain waves in creative problem solving was reported in an EEG study on DT by Grabner, Fink, and Neubauer [4]. Participants in the study were given an alternate task in which they had to generate as many ideas for a given object as they could think of. The subjects were encouraged to focus on creative and original applications. For example, in response to the test word brick, a participant might answer paper weight, door stop, weapon, and so forth. Just before the participant was ready to give another answer, he would press a button. After the test, the participant judged on a rating scale the originality of his answers.

The study found that alpha activity over the right visual-spatial regions of the brain (including PO8) was greater when participants generated ideas they rated as more original. Results from the AU study were found to be similar to those obtained by Jung-Beeman and colleagues in terms of brain region and cognitive process. Weak meaning associates in the CRA test and original answers on the AU test both occurred. The observed increase in alpha activity is hypothesized to be due to the subjects’ inwardly turned attention during the answer-giving state.

**Executive control**

Executive control processes enable goal-directed thought and action. Originating in the prefrontal cortex, executive control processes enlist other parts of the brain, including the areas for memory and language, in the service of a person’s immediate goals [6]. Attention control plays a crucial role in assigning meaning for directing these cognitive resources. Attention control allows the brain to override biased responses in the face of ambiguity and reconcile competing alternatives. We believe that this meaning-based attention control is crucial for selecting weak associates over dominant ones and thereby promotes the production of useful, original solutions during DT. The same control system likely helps analysts think of uncommon interpretations. However, attention control has a limited capacity. If the cognitive demands of a task surpass the capacity for attention, then not enough attention resources remain to cope with effortless meaning selection. As a result, weak semantic associates may be overlooked in favor of stronger associates, which can lead to incorrect translations and false interpretations.

**CASL research aimed at improving analysts’ divergent thinking**

**Alpha neurofeedback training**

Alpha neurofeedback training (NT) is seen as one way to improve analysts’ DT. In NT, brain waves are continuously monitored with one or more electrode sensors placed, noninvasively, on the trainee’s scalp. Information about whether targeted brain waves are increasing or decreasing is continuously fed back to the learner. Using this feedback information, the trainee can learn to increase or decrease brain waves in selected frequency ranges, including alpha brain waves. Previous studies have shown that NT improves performance on working memory [7] and mental rotation tasks in healthy adults [8]. In these studies, the NT was aimed at increasing brain waves in frequency ranges that were believed to be important for the assessed cognitive function.
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Alpha neurofeedback training (NT) is seen as one way to improve analysts’ DT. In NT, brain waves are continuously monitored with one or more electrode sensors placed, noninvasively, on the trainee’s scalp. Information about whether targeted brain waves are increasing or decreasing is continuously fed back to the learner. Using this feedback information, the trainee can learn to increase or decrease brain waves in selected frequency ranges, including alpha brain waves. Previous studies have shown that NT improves performance on working memory [7] and mental rotation tasks in healthy adults [8]. In these studies, the NT was aimed at increasing brain waves in frequency ranges that were believed to be important for the assessed cognitive function.
trainees’ ability to block out the alpha-decreasing effect of a moving visual stimulus, allowing brain regions necessary for creative problem solving to become more sensitive to internal associations. The major finding of the study was that our alpha NT protocol allowed most trainees—ten of thirteen—to learn to increase the intensity of their alpha brain waves over P08 in just a single session. Twelve of the thirteen trainees showed improvement overall. Participants in a no-neurofeedback control group did not increase their alpha levels within a session. See Figure 2 for study results.

As the next step in our research, we will use our alpha NT protocol in an empirical study with government analysts and University of Maryland students. The study is designed to test the hypothesis that increasing alpha brain waves will improve performance on tests requiring DT. Participants will complete a DT test after NT in which they are presented short texts conveying scenarios that pose an open-ended problem that is difficult to solve, and for which they must generate as many solutions—common and uncommon—as possible. Before the test, participants will be shown a small set of common solutions. The participants will be instructed that they cannot generate solutions from this set of well known solutions. We hypothesize that this experimental manipulation will induce a state of mental fixation, in which subjects will find it difficult to think of uncommon solutions in addition to the common ones already provided. These well-known solutions should make the participants think of closely related solutions that merely reinforce their awareness of the common solutions.

Mental fixation is likely to arise frequently in the workplace during both individual and group brainstorming, especially when the analysts have already generated several solutions—typically the more obvious ones—and realize that they must also consider further solutions that are less obvious but still potentially relevant. Indeed, in a study on DT with government analysts, we found that people generate more of the less obvious, original solutions during a later phase of an eight-minute problem-solving task posing scenario-based problems [5].

Incubation

Incubation will be a critical manipulation in our next study with alpha NT. Incubation occurs during a period of time that a person has been distracted from a task before returning to the problem. The premise underlying incubation is that when mental fixation occurs, people solve problems better after some time has elapsed. This expected improvement in problem solving is due to the redirection of attention to something else. Redirection helps reduce the influence of the mental state that caused the mental fixation, making it easier to access the weak thought associations required for uncommon solutions.

Furthermore, to optimize the accessibility of weak thought associations, our next study will have participants engage in alpha NT during the incubation period. Incubation effects are well established in studies with convergent thinking tasks that present closed insight problems for which there is only a single solution, after changing from a dominant to a less obvious perspective. However, only a few behavioral studies have examined effects of
incubation on DT, and with mixed results. Moreover, the application of alpha NT as an incubation method is new.

An interesting aspect of alpha NT as an incubation method is new. An interesting aspect of alpha NT as a method for improving DT is related to the fact that there are systematic differences in creativity as an individual trait. For example, we assessed such individual differences in a study with university students and government analysts with a standard and novel task of DT and found that performance is predicted by the participant’s ability to comprehend written texts. Alpha NT might allow people of average or low creative ability to become more creative in their problem solving. If after a few training sessions of alpha NT people can be taught to change their alpha waves up or down merely on cue without the alpha NT technique being used, the benefits could be easily adopted in the workplace.

Developing methods for inducing brain states associated with good DT could increase the number of candidates the IC has to choose from for assignments that require higher levels of DT. With a larger pool of candidates to select from, the IC could more easily identify people with a difficult-to-find combination of knowledge and skills needed for analysis of technically specific assignments.

Changing mental set

Mental set refers to the tendency to repeatedly think about and approach a problem in a habitual manner. Changing a person’s mind set to one that is more effective provides another way to improve performance. DT can be used to train a person to see a problem through an alternative lens, thus bringing new candidate solutions in view and altering the prevailing mental set.

CASL researchers are currently adopting this approach by designing behavioral intervention tasks aimed broadly at overcoming fixation and generating alternative solutions. This work is motivated in part by results in the cognitive creativity literature that show that people are more likely to solve insight problems after they have performed a variant of an AU task [10].

Previous studies have shown that AU techniques can be used to generate new and creative solutions to insight problems. AU research has tested whether insight problems were better solved by people who first completed an alternative categories test (ACT) compared to those who did not [10]. The ACT required generating uses for objects in alternative meaning categories, such as thinking of a shoe as a hammering tool instead of footwear. This test was completed prior to attempting to solve insight problems. The results reliably demonstrated improved problem solving performance in the ACT group, regardless of whether participants were explicitly aware that the training was relevant to the subsequent problem-solving tasks.

Successful problem solving may therefore hinge on the process of building goal-derived categories [11]—categories constructed on the fly to achieve a particular objective. In fact, further research revealed that ACT training enabled people to form a greater number of, and more variability in, goal-derived categorizations while problem solving across six different tasks [12]. Presumably, the ACT implicitly trained people to construct novel alternative categories based on the given problems, which in turn enhanced problem solving performance and enabled the problem solver to detect distant-meaning relations.

At CASL we are currently extending this behavioral intervention approach to test its effect on an ecologically valid DT test in which government analysts must generate as many common and uncommon solutions to an open-ended, scenarios-based problem in which mental fixation is induced. We predict that the most useful and original solutions will be provided by people who are trained to escape from a mental set by first completing a set of intervention tasks such as the ACT. This intervention would be relatively easy to implement in the workplace.

Conclusion

The cognitive neuroscience approach has been fruitful in uncovering the brain’s information processing mechanisms that support creative problem solving, including DT and its component functions. The detailed functioning of these mechanisms remains to be further elucidated. Nevertheless, the time is ripe for a systematic exploration of ways to facilitate DT through various neuroscience and behavioral techniques for changing neurocognitive states, including alpha neurofeedback training and changing mental set. These approaches can be leveraged to ensure exceptional language analysis through better DT, which will help IC professionals anticipate the kinds of low-probability yet high-impact events that threaten security.


It takes years to acquire a solid knowledge of a foreign language, particularly one that differs greatly from English. Even students at the Defense Language Institute, who take a full-year 47-week course in Turkish or Vietnamese, are expected to attain only “limited working proficiency.” To arrive at the same level in Arabic, Korean, or Japanese takes even longer—63 weeks of full-time study. In short, second language learners can, in short, struggle to comprehend what they see, speak, or hear, despite significant training effort. Very often they must resort to using dictionaries and grammar books, an approach that can be time-consuming and inefficient.
The problem: dictionary lookup

People working with a language in which they’re not fluent must often resort to finding words in the dictionary. Depending on the language, dictionary lookup can be problematic. For example, the language might have complex orthography—spelling rules—as with English, where the correspondence between letter and sound is notoriously far from simple. Upon hearing a word that begins with an f sound, new English learners may wonder whether to look it up under f or ph. And how do they know whether the long a sound they hear in a word is spelled ay as in lay, may, day; ai as in pain, maid, bair; eɪ as in rein, skein, veil; ey as in they, hey, whey; eight as in eight, weight, neigh; a (+ one consonant) as in nature, bacon, haven; or a (+ silent e) as in take, save, ace?

Another common problem with dictionary lookup is determining what form of the word to look for. In general, dictionaries list only one head word, called the citation form, for a given word. For example, an English dictionary will have rake as the citation form in its entry for that verb, while the verb’s other forms, raked and raking, if they appear at all, will be included only under the information for rake, rather than having their own entries further down the page.

The study of related word forms such as rake/ raked/ raking, their component parts, or morphemes (for example, rak-, -ed, and -ing), and the rules for putting those morphemes together is called morphology. We refer to raked and raking as inflected forms of the verb rake. Rak- is a stem; -ed and -ing are suffixes. Automatically producing those inflected verbs as a speaker and analyzing them as a reader or listener are easy for even a beginning user of English, because the verb rake is regular—or weak, in English grammatical terminology—and weak English verbs follow very simple, regular rules of inflection. But some more examples from English will illustrate how even simple morphology is more complicated than a native speaker may realize.

Most speakers of English are not explicitly aware that the English plural morpheme actually comes in three versions, pronounced -s, -z, and -es. Thus we have, for example, aardvark/aardvark-s, aardvark-s, aardvark-z, aardvark-es.


<table>
<thead>
<tr>
<th>PROFICIENCY LEVEL</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No Proficiency</td>
</tr>
<tr>
<td>0+</td>
<td>Memorized Proficiency</td>
</tr>
<tr>
<td>1</td>
<td>Elementary Proficiency</td>
</tr>
<tr>
<td>1+</td>
<td>Elementary Proficiency, Plus</td>
</tr>
<tr>
<td>2</td>
<td>Limited Working Proficiency</td>
</tr>
<tr>
<td>2+</td>
<td>Limited Working Proficiency, Plus</td>
</tr>
<tr>
<td>3</td>
<td>General Professional Proficiency</td>
</tr>
<tr>
<td>3+</td>
<td>General Professional Proficiency, Plus</td>
</tr>
<tr>
<td>4</td>
<td>Advanced Proficiency</td>
</tr>
<tr>
<td>4+</td>
<td>Advanced Proficiency, Plus</td>
</tr>
<tr>
<td>5</td>
<td>Functionally Native Proficiency</td>
</tr>
</tbody>
</table>
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1. -z after vowels or the consonant sounds b, d, “hard” g, l, m, n, ng, r, th, or v
2. -s after the consonant sounds f, k, p, or t
3. -x: after the consonant sounds ch, “soft” g, s, sh, zh, or th

Similarly, the English past tense morpheme, spelled -ed, has three variants in spoken English, pronounced -t, -d, and -ad, as in rake-d (pronounced rake-d), live-d, and wait-ed. Which form is used depends, as with the plural morpheme, on the sound at the end of the word to which it is added:

1. -d after vowels and the consonant sounds b, “hard” and “soft”) g, l, m, n, ng, r, th, v, or z
2. -t after the consonant sounds ch, f, k, p, s, sh, or th
3. -ad after the consonant sounds d or t

In writing, the plural is spelled s or es, while the past tense is nearly always spelled ed. If English were written closer to the way it is pronounced, we would instead have three spellings of each of these suffixes, reflecting their different spoken forms. This situation of morphemes with multiple forms is called allomorphy, and each variant form is called an allomorph. English also has many cases of allomorphy that do not follow rules and are therefore labeled irregular, such as goose/goose, mouse/mice, louse/lice, etc. among nouns and build/built, run/run, bring/brought, etc., among verbs. With these words, the allomorphy lies in the stem of the word, rather than in any affixes. Speakers must simply learn these forms, and non-fluent speakers, including young native speakers, often get them wrong until they become more fluent. Fortunately in the case of English, there are comprehensive dictionaries that list all the irregular forms and alphabetize them where one would expect them to be. But for many languages there are no comprehensive dictionaries, and the irregular forms are only listed in the main entry, or not at all.

**Inflectional morphology**

The set of inflected forms of a word is referred to as its paradigm. Paradigms of nouns are often called declensions and paradigms of
verbs, conjugations. For English, the paradigm of a noun consists of the singular and plural forms (and perhaps the possessive forms); the paradigm of most English verbs consists of the bare form (like walk), the third person singular present tense form (walks), the present participle form (walking), and the past tense form (walked).\(^5\)

Believe it or not, English morphology is relatively simple. In languages with complex morphology, the paradigms may be much more complicated, running into thousands of forms. Moreover, the citation forms of words with perfectly regular morphology are often not obvious to a non-native user of the language, because the inflected forms can be very different from the citation forms. For example:

- **Prefixes and suffixes**: In Swahili (a Bantu language of east Africa), verbs often have a large number of prefixes and suffixes. The inflected verb *amevanunulia*, for example, contains three prefixes and two suffixes: the prefix *a*-, meaning a class 1 subject (nouns in Swahili belong to one of a dozen or more classes, similar to gender in Romance languages, and verbs agree in class with their subjects); the prefix *me-*-, meaning perfective aspect (similar to has done in English); the prefix *wa-*-, meaning a class 2 object; the suffix *-li*, marking the “applicative” form of the verb (this has to do with how the direct and indirect objects appear in the sentence); and the suffix *-a*, whose meaning is somewhat difficult to pin down. The verb at the heart of this long word is *nunu*, meaning to buy.

- **Infixed**: Besides prefixes and suffixes, some languages employ infixed, affixes that go inside stems. In Tagalog, a language of the Philippines, the infinis *-am* can be used to create a noun from a verb. For example, the verb *sulat*, meaning to write, can take this infixed to become *sumulat*, meaning a writer.

- **Reduplication**: Many languages employ a process called reduplication, in which all or part of a word is repeated. In Indonesian, for example, *kira* means guess, while *kira-kira* means approximately. In this case, the entire word is repeated.

Tagalog gives us an example of partial repetition: from the verb *salat* again, a sort of future tense is derived by reduplicating the first syllable to give *susulat*. Reduplication is not always this simple. Some Tagalog verbs, borrowed from Spanish, start with two consonants. For these verbs, reduplication involves only the first of the two consonants, plus the following vowel: *trabaho, to work* (from Spanish *trabajo, I work* becomes *tatrabaho, I will work*).

- **Stem allomorphy**: As if prefixes, suffixes, infixes, and reduplication were not enough, languages often modify the forms of stems. Sometimes this pertains only to irregular words; in Spanish, for example, removing the *-es* suffix from the word *tiemnes*, meaning you have, gives a stem *tiem*-. But the form listed in the dictionary, *tener* (an infinitive) has a different stem *ten*-. In other languages, stem changes are more or less regular. In Bangla, a language of Bangladesh and India, stems which contain two consonants display an alternation between the vowels *a* and *e*, depending on the following consonant: *shona, you hear*, but *shuni, I hear*.

**Foreign language dictionaries**

Significant inflectional morphology such as these examples illustrate can present serious difficulties for finding words in the dictionary. Since dictionaries do not normally list all such forms of words, morphological operations may make it difficult to look up a word. Affixes must be removed, and often other affixes must be attached. Take the Swahili example above, where the word *amevanunulia* contains the verb root *nunu*. Swahili dictionaries usually list this verb with the *-a* suffix attached to the root (but without the intervening applicative suffix *-li*), giving *nunanu*. In other situations, the word may begin with prefixes, contain

---

\(^5\)Irregular verbs often have a separate past participle form as well, as in sung, given, gone, and so on, although for other verbs, the past participle is the same as the past form.
infixes, or the form of the stem may be modified. Linguists who are fluent and experienced in a language can surmount these problems. Often, however, linguists work with languages in which they aren’t sufficiently expert to know—or at least to be able to determine quickly—a word’s citation form. They may have completed language training recently or been called on to work in a related language they don’t know well. The examples above demonstrate how much detail a user of a morphologically complex language must know for efficient dictionary lookup, and that sort of knowledge comes only with time.

Difficulties with dictionary lookup can lead to significant loss of time and efficiency in translating. Linguists are often forced to spend their time and energy searching through the dictionary, guessing at the citation form of an intricately inflected word. They need a tool to help them.

The solution: a morphological parser

Fortunately, tools that help us find the dictionary form of a word exist; they are called morphological parsers. A morphological parser is an automatic tool that breaks up an inflected word into its morphemes. One of these morphemes will be the stem, from which the form of the word as it is listed in the dictionary can be produced and looked up in an electronic dictionary. The English word *run* for example, would parse into the prefix *re-* , the stem *run* , and the suffix *-s* . The words being analyzed may be all the words of a text, or individual words that are typed or pasted in to the computer.

Researchers at the University of Maryland Center for Advanced Study of Language (CASL) are building a morphological parser by developing a new, more efficient methodology that also answers the problem of software obsolescence. Our project, “Dual-Use Grammars in Related Languages,” has thus far focused on building morphological parsers for two South Asian languages: Bangla and Urdu. We are now beginning research on the Pashto language, which will pose new challenges due to dialectal variation and a scarcity of written resources.

Three things are needed to create a morphological parser for a language:

1. a list of the language’s words, as they appear in a dictionary;
2. a list of the language’s grammar rules, particularly the morphological rules; and
3. a morphological parsing engine.

The dictionary

Obtaining an adequate dictionary can be a challenge. At a minimum, the entries must be labeled for part of speech (noun, verb, adverb, etc.). For some languages, additional information may be required:

- Noun class (All nouns in Spanish are either masculine or feminine; nouns in Bantu languages belong to one of a dozen or more classes.)
- Conjugation or declension class (These tell how a verb, noun, or adjective is inflected; for some languages, this can be inferred from the form of the word listed in the dictionary, while for others it cannot.)
- Irregular forms (such as oxen and wept)

Perhaps surprisingly, information about the meaning of a word is not needed for purposes of morphological parsing—although of course helping the user find its meaning is why we’re doing the parsing in the first place!

Dictionaries of well-known languages such as French or German contain the information a parser requires, but dictionaries of less commonly taught languages are less likely to be complete.
Additionally, dictionaries for many lesser known languages do not contain a sufficient number of words on which to base a parser. Dictionaries of better known languages often contain thirty or forty thousand words, which is adequate for most purposes. But for many smaller languages it may be difficult to find an electronic dictionary with more than ten thousand words—or for some written languages, any electronic dictionary. And of course the thousands of unwritten languages have no dictionaries at all.

Borrowed words present yet another challenge. For many dictionary compilers, it is a matter of pride to exclude loanwords from other languages, even when such words may be used frequently in speech or texts (particularly texts on technical topics). A non-native speaker may need to look for such words in dictionaries of related languages. But because the spelling (and pronunciation) of loanwords is often quite different from the accepted spelling in the word’s original language, these words can be difficult to find in the other languages’ dictionaries. The Tagalog word iskor, for example, is borrowed from the English word score—but you will not find iskor in an English dictionary! Chinese loanwords in Tagalog, or Russian loanwords in Uzbek, can likewise be hard to find in dictionaries.

The grammar rules

As our examples show, morphological rules can be quite complex. But for a morphological parser, we need a description of the language’s morphology that is clear and unambiguous. Ambiguity, however, is inherent to natural language. We therefore also need a grammar written in a formal—that is, computer-readable—language. So for each language, we require two grammars: an old-fashioned descriptive grammar in straightforward English prose and a formal grammar that can be
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Spelling standardization

In English, as well as languages like Spanish and French, we are accustomed to one “correct” spelling, although different countries may have different spellings for the same word (think of color and colour). But many written languages lack such standards, and words are simply spelled as they sound, making it difficult to look words up. There may be different ways to write words depending on pronunciation, which in turn depends on dialect, or how fast one is speaking. And of course there is no accepted writing system for some languages. This is particularly true for many minority languages of Africa or Asia and for many sign languages.

automatically converted to serve as the grammar rules for the parser.

The parsing engine

The third component, the parsing engine, is a computational tool that incorporates information about how languages work in general, such as the fact that prefixes precede a stem, and suffixes follow a stem. This generic quality is why linguists need only provide a dictionary and the grammar of the language—what the particular affixes and stems of that language are, for example, and how they fit together. There are several advantages to keeping language-specific information (the dictionary and the grammar) separate from the information that is true for all languages (information which is built directly into the parsing engine). First, separating the two kinds of information in this way makes it easier and faster to build the parser. It also makes later modifications to the parser easier; for example, correcting errors in the grammar, adding a new dictionary, or adapting the grammar to a related language without starting from scratch.

Challenges of building parsers

Bringing these pieces together to build a morphological parser is problematic, for several reasons. First, rarely does one person combine the necessary knowledge of both the target language linguistics and the computational technology for building parsers. Second, parsers, once built, are limited by the life of the software used for implementation, a life that is often short. In addition, morphological parsers—and the grammatical resources that lie behind them—are currently hand-built, so creating them is extremely labor-intensive. Finally, we need a way of testing for accuracy: How do we know that the grammar on which the parser is based is an accurate description of the language?

CASL’s principled approach to building a parser addresses these problems in the following ways:

Problem: finding the expertise

Writing software requires two kinds of expertise: knowledge of the problem to be solved, and knowledge of how to program software. For parsers, the problem-specific knowledge requires understanding the grammar of the target language. It might seem that finding someone who understands the grammar of any particular language is as easy as finding a fluent native speaker. Unfortunately, as generations of field linguists have discovered, a native speaker’s knowledge of a language is notoriously implicit—just recall the complexity of the unconscious rules for forming plurals and past tenses in English! Converting that knowledge into explicit rules is no simple task.

What about using extant written resources? During the initial stages of research into our first target language, we were surprised to discover that no thorough and reliable descriptive grammar of modern colloquial Bangla existed, despite over two hundred million native speakers (it is one of the ten largest languages in the world). Instead, we had to rely on descriptions of Bangla morphology from a variety of sources, including grammars of

*Dual grammars are also solutions to other problems, discussed at the end of this article*
The difficulties we encountered in understanding grammatical descriptions, reconciling different grammatical accounts, and filling in gaps in coverage underlined that we could not have simply picked up an existing grammar and written our formal grammar. For languages with any degree of inflectional complexity, the complexities prevent such a simple approach. Clearly creating a morphological parser requires linguistic as well as computational expertise. But finding one person who combines a detailed, sophisticated understanding of a given language’s grammar with the computational expertise necessary to write a formal grammar is difficult, particularly with languages for which we do not already have large amounts of resources—precisely the languages that need tools like morphological parsers.

**Solution: collaborative grammar writing**

Combining a formal grammar with the descriptive grammar gives us an answer to the problem of ambiguity in traditional grammars: a formal grammar is neither ambiguous nor vague. In our methodology, one member of our team works as a descriptive grammarian, collecting grammars and other resources on the language of interest. The first step is to research existing descriptive and pedagogical grammars. Because some of these sources turn out to be relatively useless, we simultaneously search for potential consultants to fill in gaps in coverage, clarify ambiguities, proofread examples, and check the accuracy of our grammatical description, as well as help annotate text for test purposes.

The second step is determining how to represent the words of the language. For many languages, representation is not an issue, as existing orthographies are adequate. For the languages of CASL’s project, however, representation has been and continues to be an issue. Urdu, for example, uses a right-to-left writing system (related to that used for Arabic), which makes writing and glossing examples difficult. In addition, short vowels are not written in the Urdu writing system, so a non-fluent speaker has difficulty knowing whether the vowel following a consonant is a, i, or u. Just prct hw diffic rdiing wth vwls cn b whn y don’t kw th lggl

The Bangla script presents its own orthographic peculiarities; for example, one of its vowels is not represented when following a consonant. Called the inherent vowel, it is simply understood as being present—except when it’s not. Consonants not pronounced with the inherent vowel after them are written exactly the same as consonants pronounced with it, so the words kon (which?) and kono (any) are spelled the same in the Bangla script, with no explicit representation of the final o in kono.

Knowing whether to pronounce such consonants with or without the inherent vowel requires familiarity with the language. As a result, we have chosen to write our Urdu and Bangla examples using both the native script and a transcription, that is, a system that writes all the necessary vowels.

After gathering resources and addressing logistical questions of script and transcription, we then begin writing our descriptive grammar. This process involves understanding the grammars we have collected, describing in our terms their collected wisdom, augmenting where necessary by help from our consultants, and ultimately vetting for accuracy—again assisted by consultants. Each grammar contains a chapter on the phonology and writing system of the language and chapters for the various parts of speech. Each chapter describes the inflectional affixes each part of speech takes and how the resulting inflected forms define the paradigms. The way these forms are used in sentences is also described, with illustrative examples.

The third step in the grammar-writing process is writing our formal grammar, using the descriptive grammar as a guide. In theory, this means simply taking the description condensed by the descriptive grammar writer from multiple source grammars, and turning it into a formal description in our formal XML language (see below for more on XML). In practice, the nature of formal grammars is that no matter how careful the descriptive grammarian is, the formal grammar brings to light gaps and ambiguities. When ambiguities surface, the descriptive grammar is clarified, either by referring back to the source grammars or by asking our consultants. (It is worth noting that when we created a formal grammar for Bangla, our consultant frequently commented that no one had asked these particular questions before. We take this to be in part a result of using computers, which, unlike humans, tolerate no ambiguity; but it also underscores the state of investigation of these languages.)
In summary, our division of labor, together with simultaneously developing the two kinds of grammar using our computational tools and incorporating immediate feedback, has made possible a much better result than writing the descriptive grammar, and then writing the formal grammar.

**Problem: obsolescence**

Unfortunately, software does not last forever. The development of computer-processable morphological grammars is often tied to the programming language of a particular morphological parsing engine or to a general purpose computer programming language. If the parsing engine were guaranteed to be around forever, or if there were an agreed-on descriptive language that all such parsers would use, this might not be problematic. But neither of these conditions is true. In fact, we estimate the average lifetime for language-based computational tools to be five or 10 years. In the past 25 years, at least a dozen mutually incompatible morphological parsing tools have been created, each with its own programming language.

Of course, there is little doubt that future parsing engines will be improvements on current parsing engines. We do not need to build parsing engines that will continue to be used decades from now. Rather, the language-specific information that goes into a parser—the grammar—should be written in such a way that it can be easily reused with future parsing engines.

One of our motivations for wanting to build parsing tools with a longer life is the part they play in the enterprise of linguistics, a major goal of which is the documentation and description of human languages. Parsing tools constitute a description of a language in two senses: first, the grammar that the parser uses is a formal description of the language’s morphology; and second, the parser can be used to analyze language texts and to produce paradigms.\(^1\) That is, a parser is an active description, not a static one.

While scholars of today can read with understanding grammars and corpora penned thousands of years ago, the use of digital technologies such as parsers means that archived language data can become unusable much more quickly than printed descriptions.\(^1\) If we wrote formal grammars using the programming languages understood by today’s parsing engines, the grammars would soon need to be rewritten. Thus, although a parser constitutes a valuable description of a language, it is—until now—an ephemeral description.

**Solution: a generic way to write computer-readable grammars**

We expect that English will be understood for a long time, just as Latin is still understood by experts today. So our descriptive grammars, written in English, should be understandable for centuries, perhaps even millennia from now. Not so our formal grammars. Trying to write formal grammars in English, however, is not a solution due to the ambiguity of English and other natural languages. What we need is to define the formal grammar such that it can be unambiguously translated into the programming language of both today’s parsing engines and future engines. We can’t know what those future engines will be, but we can assume that they will be at least as capable as today’s engines.

We have, therefore, chosen to write our formal grammars using the objects that linguists have discovered: prefixes, suffixes, infixes, phonemes, phonological rules, and so forth. These objects are described in our formal grammars using XML, that is, using descriptive tags to indicate what each linguistic object is. For example, a simplified representation of the English -ing suffix might look like this:

```xml
<suffix>-ing</suffix>
<form>-ing</form>
<gloss>PresentParticiple</gloss>
</suffix>
```

The tags are named in ways that make sense to linguists, and should make sense even if XML itself becomes obsolete some day. Moreover, we embed these formal grammar objects directly inside the descriptive grammar, so that we provide future readers of our formal grammar even more information about the meaning of these objects. For example, the formal grammar description of the

\(^1\)Technically, a parser can analyze inflected words, and a grammar can produce inflected words, i.e., a paradigm.

\(^2\)Today, these two functions are usually combined in a single tool, called a transducer.

\(^3\)See Bird and Lansdown 2003
present participle suffix would be embedded into
the descriptive grammar next to a human-readable
description of what a present participle is and how
it is used, including examples of its use. In
order to be used as a parser, the XML
structures of our grammars need to be extracted
from the descriptive grammar and converted into
the programming language of a parsing engine.
Although this conversion could be done by hand, we
have built a program that does this automatically for
our current parsing engine. This program can easily
be re-targeted to future parsing engines. In fact, we
predict that future parsing engines will incorporate
more knowledge of linguistics—for example, they
will probably have more built-in capabilities for
handling the complexities of morphology that we
described above. This improved capability should
make it easier to convert our linguistic descriptions
into the programming languages of those future
parsers.

While the use of XML and a converter program helps us avoid the Scylla of writing grammars in programming languages that will soon become obsolete, we also need to avoid the Charybdis of linguistic theories that will likewise become obsolete. The future of linguistic theories is just as hard to see as the future of parsing engines and programming languages. We therefore need to ensure that our XML-based formalism is simultaneously understandable, simple, and sufficiently powerful.

Fortunately, over the last hundred years,
linguists have investigated a wide variety of
languages—wide enough that we can say with a
degree of confidence that we know the range of
operations that languages carry out in morphology
and phonology (if not in areas such as syntax and
semantics). Linguistic mechanisms powerful
eighty years ago, much linguistic research
since then has been aimed at issues irrelevant to
parsing. Therefore, we can write our descriptions
using the older linguistic mechanisms, informed
in a few cases by newer discoveries. And in fact,
descriptions using these older formalisms are, in
many cases, easier to understand than they would
be if they were written using the most up-to-date
theoretical fashions.

Problem: labor-intensive nature of
grammar production

Building a grammar is difficult, time-
consuming, and expensive. In fact, out of the
thousands of languages of the world, linguists have
described the grammars of less than a thousand, and
many of these descriptions are far from complete—
precisely because grammars are difficult to write.

1 Some readers may recognize that this is an implementation of a technique known among computer science as
Lazarian Parsing.

---

Endangered languages

Some languages have hundreds of millions of
speakers, such as English or Mandarin Chinese.
But most of the seven thousand languages
in the world today are much smaller—some
with only a few speakers. Most of these small
languages (and even some with thousands of
speakers today) will probably die out by the end
of this century. Such languages are referred to
as "Endangered Languages"; they can be found
around the world, but are especially common in
Africa, South America, and parts of Asia.

Language death is of course not new; Latin more
or less died with the end of the Roman Empire,
although the modern Romance languages are
descended from it. Today we know Latin from
documents written in Latin, and from descriptions
written by Latin grammarians. Linguists today
are trying to document endangered languages
by writing down stories in those languages, and
by describing the languages with dictionaries and
grammars.
Solution: efficient grammar production and portability to other languages

The division of labor we have created among the descriptive grammar writer, the consultants, and the formal grammar writer could be duplicated in quite different situations. Our methodology and templates are adaptable by other teams of traditional and computational linguists.

For example, a potential grammar-writing team would include a grammar writer contracted to write the descriptive grammar, together with an in-house computational linguist who would attempt to write a corresponding formal grammar from the descriptive grammar and then test that formal grammar by converting it into a parser. By staging this process in logical sections (for example, the case marking of nouns might be one module), the descriptive grammarian can be evaluated throughout the process and given feedback on how to improve the description. Quality could thus be controlled not only in terms of whether the description is understandable, but whether it is objectively correct. In sum, we would view our work as being a segue into ways of improving the out-sourcing of grammar development.

Grammars might also be built by adapting a grammar of one language to serve another closely related language. Most languages of the world are related to one or more other languages; Spanish, Italian, Portuguese, and French, for example, are all descended from Vulgar Latin and therefore exhibit similarities in vocabulary and grammar. Other groups of more or less closely related languages are the Turkic languages (Turkish and Uzbek, among others); Indo-Aryan languages such as Hindi, Urdu, Bengali; Dravidian languages like Tamil and Malayalam; still other groups include most Philippine languages, or the Bantu languages of mid-Africa. Within each of these groups, it is often the case that some languages have been described more completely and correctly than others. A promising approach would be to write grammars for the well-described languages, and then to adapt the formal grammars (and perhaps the dictionaries) to the less well-described languages. This process could be done by hand, but automatic adaptation is another possibility.

Automatic adaptation has not been a subject of great interest among researchers; most methods for automatic morphology learning developed thus far approach learning without reference to existing grammars of related languages. This limitation is at least in part due to the fact that until now there have been no standard formal ways of writing grammars. Without such standards, there are no formal grammars from which adaptation could be done. We hope to change that through this project. The formal grammar standards developed here, and the actual formal grammars being developed, mean that there is now a concrete basis for automatic grammar adaptation.

Problem: how do we test the accuracy of the grammar?

One of the authors was involved twenty years ago in editing other people’s grammars. He was continually frustrated because he could usually tell whether a grammatical description made sense, but it was difficult, if not impossible, to tell whether the description was correct—that is, whether it actually covered the language data, including the examples in the grammar. It was too hard to work through all the grammar rules by hand for each example, and at that time the technology to test the grammar on the computer was not readily available.

Solution: incorporating verifiability

Our project makes technology for testing the grammar available—and moreover, makes it usable during the grammar writing, rather than later. Therefore, we can verify that our grammar works using the very examples and paradigm charts that it contains, as well as any additional electronic texts. We can demonstrate that our grammars make sense and that they work on real language data.

Conclusion

Linguists working with a language in which they lack fluency often face a daily challenge with dictionary lookup. Using our principled approach of building a morphological parser based on parallel grammars, we are creating tools that will help linguists while developing methods that will make such linguistic tool building more efficient and cost-effective. The payoffs include not only more efficient and capable linguists, but also a methodology that can be used to build grammars for other languages in the future.

There are many other potential benefits from our work. For instance, the example sentences and paradigm charts contained in our descriptive grammars may help language analysts now,
Dialectal variation

All languages exhibit dialectal variation, most often based on geographical or social differences. For example, English speakers use a wide variety of second person plural pronouns: you (standard American and British English), y’all (Southern American English, African American vernacular English, some Western American varieties, and South Asian English), you-uns (Western Pennsylvanian and Appalachians), you guys (colloquial non-Southern American English, Australian English), yous(e) (Irish English and mid-Atlantic American English), and so on. For an even wider range of dialectal variation within English, listen to some of the sound files on the International Dialects of English Archive (http://web.ku.edu/idea/).

Similarly, some words in the languages of our project vary according to region, and we have tried to address this phenomenon in our grammars by listing alternate forms when we hear of them from our informants or in our written sources.
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What makes a sports champion? Is Tiger Woods—the only golfer to hold all four professional major championships at the same time—the sport's greatest because he was born to golf, because he trained hard every day for years, or because he had the help of an expert coach? Most people would claim that athletes need all three of these factors for success: talent, hard work, and good coaching. Is the same true for successful linguists? What makes a linguistic champion? Are special talent for language necessary? Researchers at the University of Maryland Center for Advanced Study of Language (CASL) are trying to answer these questions through a set of related studies on foreign language aptitude.

Aptitude refers to a person’s inherent capability or underlying talent. If a classroom has ten students, all with the motivation to work hard and the same opportunities to benefit from good teaching or coaching, students’ results will still vary based upon aptitude. John B. Carroll, a distinguished psychologist and co-developer of the Modern Language Aptitude Test (MLAT), defined foreign language aptitude as an “…individual’s initial state of readiness and capacity for learning a foreign language, and probable degree of facility in doing so” [1]. To study aptitude scientifically, researchers must determine how to rigorously define concepts such as state of readiness and capacity for learning and how to measure these abilities reliably.

Attempts to define foreign language aptitude and determine its subcomponents had begun by the 1920s in the United States [1]. During subsequent decades, several tests were developed, with the support of the military, for purposes of personnel selection and placement into foreign language training. These include the Army Language Aptitude Test (ALAT), the Defense Language Aptitude Battery (DLAB), the Modern Language Aptitude Test (MLAT), and the VORD [2]. (VORD requires test takers to apply rules to artificial language segments presented in context. VORD is the word for word in the artificial language, which is based on Turkish, a language typologically different from Western European languages.) Currently, the DLAB and the MLAT are the most widely used tests for US government (USG) purposes. Although these tests are useful for establishing cutoff scores for basic language study and for supporting hiring decisions, they may not predict with enough accuracy which learners will succeed and which learners will either drop out or fail to meet proficiency standards.

During the years since these tests were developed, cognitive psychologists have made substantial progress in the understanding of human memory and learning. Also, during this period, significant advances were made in understanding how foreign languages are learned. The field of Second Language Acquisition (SLA) was established, and SLA research findings prompted a paradigm shift in language teaching methodology. Contemporary approaches emphasize developing communication rather than the study of language as object and, thus, incorporate interactive and experiential learning tasks. In light of these scientific advances, existing aptitude tests have become outdated in terms of their underlying constructs and their congruence with how foreign languages are learned.

Based upon these advances in theories of language learning, and upon the increasingly critical need for a large number of well-trained linguists, the USG has asked CASL to lead research and development efforts to improve the measurement of foreign language aptitude in terms of (a) identifying.
A New Aptitude-Screening Test

The Pre-DLAB is a short screening test that predicts who is likely to attain the DLIFLC entry cut-off score on the DLAB. The Pre-DLAB can be administered in less than 30 minutes, in any setting, to thousands of people (e.g., each year over 500,000 people take enlistment tests at Military Entrance Processing Stations). Since the DLAB takes 90 minutes, it will be more efficient if only those who pass the Pre-DLAB screening test move on to take the DLAB during the recruitment process.

Using the test specifications that were developed during previous research, new items were written at Second Language Testing, Inc. for certain sections of DLAB, taking care to match the new items to the aptitude constructs underlying the original test. CASL then conducted a study with 500 university volunteers who took both the DLAB and the prototype Pre-DLAB. Findings showed that the initial form of the Pre-DLAB accurately predicts a cut score of 85 on the DLAB. Moreover, the Pre-DLAB test does not require audio equipment, thus it is adaptable to administration in a wide range of settings. This pre-testing greatly increases the military’s or USG’s ability to identify talented language learners.

Hi-LAB – finding language experts

Existing aptitude tests were designed to predict early rate of learning and successful attainment of intermediate level language proficiency. Such tests can be very useful when managers must decide who should be selected for basic language training. However, many learners perform well in early training, but never reach the higher levels of proficiency necessary for many jobs. The scientific explanation is known as the critical period effect. Time, money, and effort could be saved if testing were able to identify which beginning or intermediate level learners would be most likely to overcome the critical period effect and achieve high-level competence in a foreign language, given extensive training.

Hi-LAB, a new test currently under development at CASL, is designed to identify individuals with the capacity to reach advanced levels of foreign language proficiency. High-level language aptitude is defined as a measurable ceiling on language-learning ability, holding equal all other factors such as motivation, stable personality characteristics, and opportunities for instruction or immersion. Hi-LAB constructs (Table 1) were motivated by theories of learning and memory.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Brief Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>the capacity to process and store input with adaptive trade-offs among these components</td>
</tr>
<tr>
<td>Working Memory</td>
<td>the small amount of information that can be kept in an accessible state in order to be used in ongoing mental tasks</td>
</tr>
<tr>
<td>Short-term Memory Capacity</td>
<td>a set of processes that, collectively, regulate and direct attention and control voluntary processing</td>
</tr>
<tr>
<td>Executive Capacity &amp; Control</td>
<td>explicit, intentional long-term memory storage that results from rehearsal</td>
</tr>
<tr>
<td>Language Memory</td>
<td>implicit, unintentional long-term memory storage made available by rehearsal</td>
</tr>
<tr>
<td>Acuity</td>
<td>the extent to which prior experience facilitates subsequent processing</td>
</tr>
<tr>
<td>Processing Speed</td>
<td>the ability automatically to plan and articulate speech</td>
</tr>
<tr>
<td>Primability</td>
<td>the ability to make the)</td>
</tr>
<tr>
<td>Induction</td>
<td>the extent to which prior experience facilitates subsequent processing</td>
</tr>
<tr>
<td>Implicit Induction</td>
<td>requiring the patterns in input through conscious awareness and reasoning</td>
</tr>
<tr>
<td>Explicit Induction</td>
<td>requiring the patterns in input through conscious awareness and reasoning</td>
</tr>
<tr>
<td>Pragmatic Sensitivity</td>
<td>the ability to hypothesize connections between context and cues, registering and treating salient context cues; detecting miscommunication</td>
</tr>
<tr>
<td>Fluency</td>
<td>the ability automatically to plan and articulate speech</td>
</tr>
</tbody>
</table>

Table 1: Hi-LAB Components
Age and Foreign Language Learning

Studies reveal a tight correlation between age of first exposure to a foreign language and overall success to Level 4 in that language throughout the neurological critical period [3]. At around puberty, the age-success correlation falls off sharply, as shown schematically in Figure 1. Nonetheless, some individuals do appear to attain near-native expertise [4]. What characterizes the individuals who become experts in a foreign language as adults and, more importantly, can they be identified at the outset of learning?

The Next Wave
Vol 18 No 1  •  2009  •  35

Age and Foreign Language Learning

Studies reveal a tight correlation between age of first exposure to a foreign language and overall success to Level 4 in that language throughout the neurological critical period [3]. At around puberty, the age-success correlation falls off sharply, as shown schematically in Figure 1. Nonetheless, some individuals do appear to attain near-native expertise [4]. What characterizes the individuals who become experts in a foreign language as adults and, more importantly, can they be identified at the outset of learning?

An important innovation in Hi-LAB is that abilities are measured behaviorally, by computerized testing. This direct-measurement methodology provides several advantages over more traditional testing formats, such as paper and pencil tests. Computer-delivery ensures that both accuracy and reaction time (in milliseconds) are available for each cognitive or perceptual task included in the battery. Reaction time is a good indicator of automaticity, a hallmark of foreign language expertise.

Each of the Hi-LAB constructs is hypothesized to be important for moving from intermediate to professional or high levels of foreign language proficiency. Thus, the test is designed to measure “what is left to learn” at this relatively advanced stage of language learning. Some constructs, such as perceptual acuity, are clearly important for the beginning stages of learning as well. For example, beginning learners must learn to hear and produce the sounds of a new language (perceptual acuity).

Other Hi-LAB constructs may reflect aspects of aptitude that are not predictive of early language success, but that are critical for moving beyond intermediate stages. One example of this type of construct is pragmatic sensitivity, which reflects a learner’s ability to learn and use the aspects of language that depend on context. For example, a person high in pragmatic sensitivity would be more likely to accurately learn the correct forms of address for persons of differing social ranks or to notice nonverbal signals indicating that the listener has misunderstood something.

Another construct of this type is implicit induction, which refers to an individual’s ability to...
learn the statistical regularities in a set of complex data, without conscious awareness or explicit reasoning. Research has shown, for example, that human infants can use this sort of statistical learning to learn where word boundaries are in a string of incoming syllables produced by adults [6]. By deriving these word boundaries from statistical regularities in the language they hear, babies are able to “bootstrap” the process of learning their first language. Psychological researchers have not yet resolved to what extent adults are able to make use of this type of statistical learning. It is possible, however, that individuals who maintain this ability in adulthood will be better able to learn complex, probabilistic aspects of a foreign language grammatical system that are necessary for “native-like” performance. The serial reaction time task, shown in Figure 2, measures implicit induction.

Advances in memory
Hi-LAB is the first foreign language aptitude test to incorporate important advances in the understanding of the human memory system. Memory comprises several sub-systems. Previous aptitude tests primarily measured long-term memory, or the ability to store information in a permanent form and recall it after a delay. Like these previous tests, Hi-LAB contains measures of long-term memory, but unlike these older tests, Hi-LAB also includes measures of working memory (WM) with its component systems, short-term memory and executive capacity and control. The short-term memory (STM) system allows a person to hold information in an accessible state for a few seconds, such as when rehearsing a phone number. Hi-LAB specifically taps one STM sub-component, namely verbal-acoustic STM, which aids in the rehearsal or maintenance of unfamiliar words, such as vocabulary in a foreign language [7].

The executive capacity and control system controls the focus of attention and includes three separable sub-constructs [8, 9]—updating, inhibition, and task-switching. Updating refers to...
the process of refreshing the contents of working memory with new, more relevant information [10]. **Inhibition** is the ability to ignore a dominant or automatic response when necessary, a skill that may be particularly necessary for effective bilingual functioning, which involves inhibiting the strong first language in favor of the foreign language [11, 12]. See Figures 3 and 4 for test examples.

Finally, **task-switching**, the ability to shift between multiple tasks, operations, or mental sets [18], is hypothesized to reflect an aspect of cognitive control that is critical for efficient bilingual lexical selection and for advanced language tasks such as translation or switching between two languages [11, 19, 20]. The color-shape task shown in Figure 5 measures the mental cost of switching from deciding between shapes to distinguishing colors.

By incorporating measures of these sub-components of memory, along with the other constructs measured, Hi-LAB will provide the government with a more sensitive test of foreign language aptitude and one that is geared toward identifying language expertise. While Hi-LAB measures cognitive and perceptual measures of aptitude to predict high-level success, another CASL research and development effort, DLAB 2, incorporates additional, non-cognitive measures to make other predictions about foreign language learning.

**DLAB 2—revised Defense Language Aptitude Battery**

Learning a foreign language is neither easy nor fast. To succeed, a learner must stick with the program for an extended period of time, push on when progress seems to have stalled, overcome setbacks, and work on maintenance once a goal has been reached. Gaining expertise in a foreign language requires that even the most talented learners commit years to study and practice. As a result, predicting which learners will be successful may require consideration not only of cognitive and perceptual abilities, but also non-cognitive factors such as motivation, interests, beliefs about learning, and differences in personality. CASL is currently examining these issues for the Defense Language Institute Foreign Language Center (DLIFLC) as part of the DLAB 2 project.

The goal of this project is to predict success in learning a foreign language within the intensive, classroom-based, military environment at DLIFLC. Students who succeed in this setting may differ from those who would do well in a language immersion situation or in classes at a university. Success in the DLIFLC environment may depend on a number of attributes other than purely cognitive or perceptual aptitude. Recall the three prerequisites for success discussed initially—talent, hard work, and good coaching. While the Hi-LAB project focuses precisely on identifying the talent of individual learners, the DLAB 2 project aims to quantify potential for hard work. Thus, in addition to updating the existing cognitive and perceptual measures, this project incorporates a set of non-cognitive measures that may predict which learners will be most likely to persevere in an intensive program and achieve language learning success at DLIFLC. Although these are non-cognitive attributes, they may be included in a new version of the Defense Language...
A Talent for Language

Aptitude Battery, because they help to address such a test’s main goal—to predict which learners are most likely to succeed.

Like the original DLAB, the goal of the DLAB 2 test is to predict which learners will be able to learn quickly and reach minimum levels of foreign language proficiency to meet DLIFLC graduation requirements, given a set amount of training time. This time can vary from 25 weeks of full-time study for a language such as Spanish or French, up to 63 weeks of full-time study for a more difficult language such as Arabic or Mandarin Chinese. An important aspect for success in such an intense program is the learner’s ability to remain motivated to work week after week and to overcome the inherent difficulties and stresses involved in long-term language study. Because of these difficulties, student attrition is a major problem, and measures that predict who is likely to “stick with” the program may provide important additional information to the government. CASL researchers have identified and piloted a set of possible new measures and tested them. Each of the measures belongs to one of five major categories:

- Cognitive Abilities—such as general intelligence, memory, attention, and auditory perception
- Learning Orientation—such as preferred learning styles or activities and learning goals
- Personality—such as levels of conscientiousness, anxiety, and openness to experience
- Self Efficacy—such as beliefs in the ability to succeed and the ability to cope with setbacks
- Motivation—such as motivation to achieve, to learn, and to master difficult material

The new cognitive ability measures in DLAB 2 are a small subset of those measures in Hi-LAB and will update this aspect of the test. The addition of non-cognitive measures is expected to directly address course attrition. These measures recognize the fact that adults bring to language study an established set of preferences attitudes, learning strategies, and motivations. If those selected for language training at DLIFLC have what it takes to persevere, plus a talent for language learning, they can be expected to work hard and graduate with at least basic language proficiency [21,22].

The future of aptitude research

There are many additional questions that can be asked about foreign language aptitude and a variety of new techniques that can be employed for aptitude research. One of the most promising areas for enhancing the measurement of aptitude is the use of techniques from cognitive neuroscience—a field of study that combines psychology with neuroscience through the use of modern technologies such as brain imaging. (See the article “Thinking Out of the Box” in this issue.) These techniques allow for visualizing individual differences in brain structure or measuring changes in brain state while a person completes test tasks. How might these techniques be used to enhance our understanding of foreign language aptitude? One example might be by using these technologies to provide a more sensitive measure of an individual’s ability to discriminate foreign language sounds.

We know from research on speech perception that infants are able to distinguish sound contrasts important for any of the world’s languages [21]. However, by the time an infant is one year old, his brain has “tuned in” to those contrasts necessary for the native language and learned to average

Figure 6: Phonemic discrimination task

"bug...bug"
Press 1 if the sounds are the same
Press 2 if the sounds are different
"pug...bug"
Press 1 if the sounds are the same
Press 2 if the sounds are different
over contrasts that are not important for the native language [22]. Thus, older children and adults are often no longer able to discriminate contrasts that are not used in their native language, but that might be very important for a foreign language. Both the Hi-LAB and DLAB 2 projects examine the ability to hear these non-native contrasts by asking test-takers whether two sounds that are difficult to discriminate are “the same” or “different,” as shown in Figure 6.

The hypothesis is that some adults may retain the ability to distinguish these non-native contrasts even though most people have lost that ability. Such learners may truly have “an ear” for foreign languages. Perhaps an even more sensitive way to test this ability is by measuring changes in the brain’s activity when a listener is presented with two difficult-to-discriminate sounds. This measurement can be accomplished using either electroencephalography (EEG), which measures changes in electrical conductance, or magnetoencephalography (MEG), which measures changes in the brain’s magnetic field—both measured non-invasively by sensors at the scalp (Figure 7). Discrimination of sounds can then be measured using signals originating from the auditory cortex area of the brain, eliminating confounds with a learner’s use of particular response strategies and guessing procedures, and providing a more sensitive measure of discrimination.

An additional future goal of aptitude research might be to match aptitude profiles, personalities, or learning preferences to particular types of instructional methods, thus allowing for the customization of language courses to particular learners. This sort of matching process is not yet widely used, but with increased understanding of the relationship between the variables currently under investigation, it may become an important way to increase efficiency of language training. Furthermore, technology may assist instructors to provide individualized learning plans and activities that assist learners with their weaknesses, build upon their strengths, and help maintain motivation and interest during long-term study by accommodating learners’ personalities and preferred learning activities. This type of instructional design would allow the findings from aptitude research to inform the third of our three keys for success—good coaching.

Finally, future research might address the issue of differential aptitude, allowing for a better matching of student to foreign language. Differential aptitude refers to the hypothesis that learners’ patterns of strengths and weaknesses, identified through aptitude testing, might make some students more likely to succeed with special challenges of particular languages. For example, some languages require mastery of a new writing system, and these systems may vary in their complexity. Other languages may have a particularly complex grammatical system with the need to learn and correctly use a large number of case endings or verb conjugations, or may require the learner to acquire a particularly difficult sound system, such as a series of tonal contrasts. Imagine the situation shown in Figure 8, where a learner has relatively high general foreign language aptitude and must now be assigned to study either Arabic or Mandarin Chinese. Both learners have a high perceptual acuity, but with increased understanding of the relationship between the variables currently under investigation, it may become an important
Expertise in critical languages is in high demand. Despite the intense pressure, the demand is difficult to meet. By investigating the components of language talent and ways to uncover them through precise and sensitive measurement, CASL researchers are contributing to meeting the need. Eventually, through optimizing foreign language training in terms of rapid screening, precise selection of individuals likely to succeed, and placement into language programs suited to personal talents, it can be expected that our national language readiness will be greatly increased.

<table>
<thead>
<tr>
<th>Language</th>
<th>Writing System</th>
<th>Grammar</th>
<th>Sound System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandarin</td>
<td>Very Hard</td>
<td>Easy</td>
<td>Very Hard</td>
</tr>
<tr>
<td>Arabic</td>
<td>Hard</td>
<td>Hard</td>
<td>Hard</td>
</tr>
</tbody>
</table>

**Figure 8:** Optimizing language training

**Conclusion**

Excellent phonological memory
Good visual-spatial processing
Musical background

Prefer rule-based training
Average visual-spatial processing
Good verbal ability

Learner 1

Learner 2
Notes


Development of and potential uses for the Summary Translation Evaluation Tool—STET

Language analysts in the intelligence community (IC) confront huge amounts of foreign language material, some highly relevant to national security requirements and some of lesser value. Language analysts cannot provide full translations of everything they process, nor do other analysts have the time or need to read full translations. Summary translation enables language analysts to identify, distill, and present English translations of the important information contained in the original foreign language material, thereby efficiently communicating the most crucial information.

The term summary translation can be used to cover a broad range of tasks that vary in their purposes and skill demands, from documenting essential elements of information contained in a single source item to writing a personality profile or situation assessment synthesizing information from many source items [1]. Despite this variability, a common attribute of summary translations produced within the IC context is that they are typically targeted summaries written in response to intelligence needs, i.e., customer-specified requirements or requests for information. In other words, writers may be looking for information about specific topics or answers to specific questions, rather than attempting to summarize all of the main points of the source item as they would in a generic summary.

The Summary Translation Evaluation Tool (STET) was created primarily for assessment of targeted summaries, which are uncommon in commercial and academic environments and therefore rarely studied and ill-understood. The STET was designed not only to help researchers develop a deeper understanding of targeted summary translation, but also to establish a standard for summary translations and to provide language analysts with a vital tool for both assessing and improving summary translation performance via standardized quality control (QC) and enhanced training.
What is the STET?

The STET is a computerized form that offers a standardized framework for evaluating summary translation products. The heart of the STET is a set of rating scales to assess summaries along six dimensions: Significance, Completeness, Accuracy, Omission of Irrelevant Information, Organization, and Writing. Each dimension is described in Figure 1. These dimensions were designed to cover all of the important elements of a summary’s content, structure, and style, but the relative importance of each dimension may depend on the purpose for which the summary is written.

The STET also includes a description of the source item(s) on which the summary is based. Although users of the STET are instructed not to adjust their ratings based on the difficulty of the material, the Source Item Description identifies features of the material that may be especially challenging and helps provide context for the STET ratings.

As described in the STET user’s manual, the Source Item Description and Summary Translation Assessment are “analogous to the difficulty and execution in an Olympic dive; one must describe both the difficulty of the task and the skill with which it is executed in order to make a meaningful evaluation.”

Figure 1 shows the STET form along with descriptions of each major component. In the interactive version of the tool, pop-up windows provide more detailed information than is available on the one-page static form. For the Summary Assessment section on the right side of the form, each pop-up window describes the fundamental question that is addressed in the rating scale, often indicating what qualities a summary should possess to receive a high rating on that scale. Each pop-up window also provides labels for the end-points of the rating scale. The labels are tailored to each dimension; for example, the Organization scale ranges from “The summary is extremely poorly organized” to “The summary is extremely well organized.” Finally, because the STET is intended to be consistent with the eight analytic standards issued by the Director of National Intelligence (Table 1), each pop-up window lists the particular standards that are addressed by that dimension.

Potential uses of the STET

Quality control

Language analysts and supervisors throughout the IC recognize the importance of quality control (QC), but there is currently little standardization of QC procedures. In addition to its critical function of ensuring that products are accurate, QC serves as a mechanism for training and providing feedback to language analysts. QC may also contribute to record-keeping and help supervisors determine work assignments. The STET is designed to facilitate all of these aspects of QC.

Help for the QC provider—a more efficient and effective means of conducting QC

One of the most critical functions of QC is ensuring that intelligence products are of high quality. QC is important not just for a final report, but also for the translations, summaries, and other possible steps that may be completed along the way; if the original source material is translated and/or summarized inaccurately, there is a high risk that the final report will contain incorrect information.

QC is seen as especially crucial for junior analysts who may have limited

Table 1: ODNI Standards of Analytic Tradecraft [3]

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Properly describes quality and reliability of underlying sources</td>
</tr>
<tr>
<td>2</td>
<td>Properly caveats and expresses uncertainties or confidence in analytic judgments</td>
</tr>
<tr>
<td>3</td>
<td>Properly distinguishes between underlying intelligence and analysts’ assumptions and judgments</td>
</tr>
<tr>
<td>4</td>
<td>Incorporates alternative analysis where appropriate</td>
</tr>
<tr>
<td>5</td>
<td>Demonstrates relevance to US national security</td>
</tr>
<tr>
<td>6</td>
<td>Uses logical argumentation</td>
</tr>
<tr>
<td>7</td>
<td>Exhibits consistency of analysis over time, or highlights changes and explains rationale</td>
</tr>
<tr>
<td>8</td>
<td>Makes accurate judgments and assessments</td>
</tr>
</tbody>
</table>

---

28 The term gisting is sometimes used synonymously with summary translation, but we will not use gisting here, because it often refers to a process that would not typically be evaluated with the Summary Translation Evaluation Tool (STET). For example, in some operational environments analysts use gisting to refer to the process of making brief notes about the content of an item for triage purposes, and summary translation to refer to a more formal communication process.

29 The STET has also been adapted for evaluation of other translation products. For example, one operational organization has created a spin-off called the Language Product Evaluation Tool (LPET), which can be used to evaluate summary translations, verbatim translations, or hybrids (in which some material is summarized and some is translated verbatim).
Figure 1: STET form

### A. Source Item Description
- [ ] voice
- [ ] graphic
- [ ] both

#### A.1. Language Level
- [ ] cultural information
- [ ] diagrams, charts, graphs
- [ ] greater than average length
- [ ] high density of information
- [ ] highly technical subject matter
- [ ] inference based on overt info
- [ ] intentional deception
- [ ] cultural information
- [ ] lack of continuity
- [ ] meaning beyond the literal
- [ ] multiple objects or concepts
- [ ] rhetorical devices
- [ ] shared knowledge
- [ ] spatial relationships
- [ ] telling out of sequence
- [ ] meaning beyond the literal
- [ ] multiple objects or concepts
- [ ] rhetorical devices
- [ ] shared knowledge
- [ ] spatial relationships
- [ ] telling out of sequence

#### A.2. Complicating Mode Factors
- [ ] communicants speaking over one another
- [ ] corrupt source
- [ ] dialect
- [ ] distortion
- [ ] elliptical or telegraphic style
- [ ] heavy accent
- [ ] more than one language or dialect or alphabet
- [ ] non-standard abbreviations or specialized terminology
- [ ] non-standard colloquialisms or slang
- [ ] omissions
- [ ] one-sided conversation
- [ ] poor grammar
- [ ] poor handwriting
- [ ] poor spelling
- [ ] rapid speech
- [ ] sudden changes in subject
- [ ] typographical errors
- [ ] urgency (need for time-sensitive processing)

#### A.3. Impact of Complicating Mode Factors
- [ ] none
- [ ] inconsequential
- [ ] moderate
- [ ] considerable
- [ ] extensive

#### B.8. QCer 2 Comments
(Use appropriate handling and classification markings, if needed.)

**Written Comments** — Users are encouraged to provide written comments. Ratings on a single dimension (compared to an overall rating) can reflect specific problems that might benefit from different types of interventions. For example, a Writing score could be poor because the summary is full of typographical errors or because the writer is a non-native speaker of English who does not have an adequate grasp of English grammar.
B. Summary Assessment (Mark a number for each factor; add comments.)

B.1. Significance: How well does the summary relate the "so what" of the source item to requirements?


B.3. Accuracy: How much of the information in the Summary is accurate?

B.4. Omission of Irrelevant Information: How well does the summary omit irrelevant information?

B.5. Organization: How well organized is the summary: "bottom line up front" logical organization? well-structured paragraphs?


B.7. QCer 1 Comment on Summary Translation (Use appropriate handling and classification markings, if needed.)

Significance—The summary should clearly demonstrate why the source item is relevant to national security and should indicate how the relevant information relates to what is already known about a particular requirement. Users may indicate that the dimension is not applicable if, for example, a generic summary is required rather than a targeted summary.

Completeness—Users address the degree to which the summary contains all of the relevant information. In addition to presenting the facts that are explicitly stated within the source item, a good summary may need to include explanatory facts available elsewhere and analytic comments.

Accuracy—Many consider accuracy to be the most fundamental component of the STET. If a summary receives a low rating for accuracy, the summary will be of very limited value even if it receives high ratings for all of the other dimensions.

Omission of Irrelevant Information—A critical feature of summarizing is efficiently communicating the most important information in the source material. Because of the targeted nature of summary translation within the IC, the source material may often contain a great deal of information that is not relevant to national security.

Writing—Poor grammar, spelling, and punctuation can obscure the message in an otherwise good summary. This dimension takes into account conventions for reporting dates, times, and transliterations of foreign names—particularly important because foreign names can be spelled many different ways in English.

Organization—A good summary must be organized in such a way that the message is communicated clearly. One of the most highly valued organizing principles within the IC is "bottom line up front." Sometimes language analysts will need to alter the original organization of the source material to convey the information in a way that most directly addresses the information need.
experience with the target and/or language. However, most professionals realize that even highly seasoned experts can benefit from having their work reviewed by colleagues. During structured interviews conducted by our summary translation research team, nearly all language analysts noted that “nothing goes out the door without being seen by at least two pairs of eyes.”

Because of the vast amount of material that is processed every day, QC places a heavy burden on the most experienced analysts. One goal of the STET is to facilitate the process of conducting QC. Although an initial time investment may be required for QCers to learn about the STET and become accustomed to using it, the STET can ultimately make QC faster and more effective by providing a standardized framework for evaluating summary translations.

Help for the QC recipient—a more detailed and useful feedback

The “checking” aspect of QC emphasizes forward movement in the sense that each piece of work is checked and passed forward to the next person in the chain. For example, a language QCer may check a translation and pass the “backward” step in which feedback is emphasized forward movement in the summary translations.

Help for the QC recipient—a mechanism for tracking progress

Over time, the STET will help supervisors and managers keep track of strengths and weaknesses in order to determine work assignments and note opportunities for targeted training for individuals or groups. For example, a supervisor who is using the STET to track an analyst’s progress may note that the analyst performs very well with Level 2 material but less well with Level 3 material; this type of pattern can be useful in making appropriate work assignments. In addition, the detailed nature of the Source Item Description may reveal that the analyst excels in the face of certain challenges but struggles with others, allowing for identification of individually tailored professional development activities. Aggregated STET data may also help managers to determine whether an entire shop’s performance is affected by factors such as new software tools, new mentoring programs, or changes to the physical workspace.

Help for the supervisor—a mechanism for tracking progress

Research
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Research

At the University of Maryland Center for Advanced Study of Language (CASL), one of the goals of research on translation is to understand the cognitive and procedural processes involved in summary translation, and to apply that understanding to improve the performance and training of language analysts. With respect to both aspects of this aim—understanding and application—evaluation is an essential component. The STET will provide researchers with a valuable mechanism for evaluating the summary translations that are produced in experiments. The STET is a powerful tool for experimentation because it allows the researchers to examine summarization performance along a variety of dimensions.

In one CASL experiment using the STET, we are examining the ways in which varying amounts of time pressure impact the quality of summary translations and the strategies that language analysts use to create them. In this experiment, we ask language analysts to summarize a different foreign language text in each of three time conditions: 2 hours, 1 hour, and ½ hour. (The order of the time conditions and the assignment of text to condition are counterbalanced across participants.)

With a holistic rubric, we would only be able to determine whether summary translations were “better” in one condition than in another. With the STET, however, we can look at the effects of time pressure on different aspects of the summarization process. For example, we might see that Significance is relatively unaffected by time pressure if language analysts prioritize the need to identify the critical intelligence value of the source item; Completeness, on the other hand, might suffer under extreme time pressure if the language analyst does not have sufficient time to include all important details. Similarly, Organization might be relatively stable, but Writing might be vulnerable to time pressure when language analysts do not have time to proofread or check their work.

This detailed level of analysis enabled by the STET will help researchers better understand the various components of the summary translation task and guide the development of interventions to help
analysts maintain key components of summary quality under trying conditions.

Development of the STET

As part of CASL’s first experimental study of summary translation, our research team developed a “holistic” rubric, which assigned a single qualitative rating to each summary. The scale was developed using a modified empirically based binary-boundary approach [4], meaning that we relied on collaboration and consensus of qualified professionals using an iterative process of categorizing and characterizing salient features to arrive at descriptors for each level of proficiency [5]. This type of scale is probably similar to informal evaluations used in the (IC) and is typically fairly quick to use. However, a holistic evaluation provides only a single rating of the summary, and two summaries could receive the same rating for very different reasons (e.g., one due to poor comprehension of the source item and one due to poor English writing skills).

We ultimately decided that an “analytic” rubric would be more useful for both experimental and applied purposes, as described above, i.e., summary translation evaluation via an analytic rubric returns much more informative feedback about performance, allowing for more powerful experimentation as well as more individualized on-the-job evaluation and training. The current version of the STET was developed as a collaborative effort between CASL researchers and our United States Government (USG) colleagues, capitalizing on scholarly literature, scientific methods, and the operational expertise of many language analysts.

Characteristics of an analytic rubric

Our development of an analytic rubric had the goal of making transparent the component processes involved in summary translation while also ensuring that the STET would be easily understood and used. Preliminary effort sought to derive a set of unidimensional evaluatory elements, and was informed both by the existing scientific literature and by an analysis of the original holistic rubric. Following standards in educational and psychological measurement [6], we strove to produce an analytic rubric characterized by the following qualities:

- All elements worthy of evaluation are included.
- Each element is unidimensional in that it cannot be further separated or partitioned. (Given this quality, we refer to each element as a dimension.)
- Ratings are distinct, comprehensive, and descriptive in that they cover the range of expected performance.
- Each element of the rubric communicates clearly to the user.
- The rating score on each element covers the range of performance, perhaps in the range of 3-7 levels.

Characteristics of a good summary

To develop the appropriate dimensions for the STET, we needed to identify the most important components of summary translation based on existing science and operational needs. From a scientific perspective, we began by examining literature in fields such as language processing, memory, translation, reading comprehension, and spoken-discourse comprehension. To determine what constitutes a good summary for operational purposes, we conducted structured interviews with language analysts, intelligence analysts, QCers, and instructors. We asked interviewees to describe the ways in which they write or use summary translations on the job and what they look for in a good summary translation. In addition to these individual structured interviews, focus groups were convened to determine the qualities that users would look for in an evaluation tool and to solicit comprehensive feedback on preliminary drafts of the STET.

One of the most important characteristics of a good summary is that it accurately reflects the meaning of the source text. According to Jonassen, Beissner, and Yacci [7], the meaning of a source text comes from its structure—the way its propositions are related to each other and organized. In other words, the reader must derive structural knowledge of the text and be able to integrate each successive part of the text with his or her prior representation of it. Related to this point, learning and understanding of the text take place by assimilating new knowledge with prior background knowledge.

For a language analyst to produce a quality summary, he or she must have (1) sufficient language proficiency to achieve a discourse-level understanding of the text and not just a word-by-word glossing and (2) adequate background knowledge to assimilate the text with prior structural knowledge. Preliminary CASL research on summary translation demonstrated that an insufficient discourse-level understanding of the text often led to gross misunderstandings and eventually to inadequate summaries [8]. A solid discourse-level understanding of the text is assessed most directly by the Accuracy dimension of the STET. In addition, a thorough understanding of the text and its relation to the relevant background knowledge are also necessary for the reader to determine and explain how and why the text relates to intelligence needs, as assessed by the Significance dimension of the STET.

Endres-Niggemeyer [9] emphasizes the importance of representing and understanding discourse via schemata (structured groups of concepts used to organize knowledge). This emphasis implies that summarizers must be able to identify the schematic elements of the text and the relationships and actions between them. Some of these elements will be crucial to the summary, and the success of their identification should be evaluated by the rubric. For example, does the summarizer correctly identify the relevant participants, their roles in the text, and the actions taking place? Identification of the key pieces of information in the text is
assessed by the Completeness dimension of the STET.

Another fundamental skill required for summarization is information reduction. Ultimately, in a quality summary only the relevant information should remain, and the irrelevant information should be discarded, as measured by the Omission of Irrelevant Information dimension of the STET.

Finally, the summary translation must be appropriately communicated, which might be evaluated as having macrostructural and microstructural dimensions (Organization and Writing in the STET). The former is clearly reflected in the organization of the summary and the latter in its grammar. Important macrostructure components include clear, coherent overall organization and a structure that makes evident how the summary responds to the relevant information need(s). Important microstructure components include proper grammar, spelling, and word choice, as well as a writing style that is clear at both the sentence and clause level.

Properties of the rating system

Once the dimensions were established, we had to decide on other properties of the rating system, including the appropriate number of points on the rating scale and the descriptors of the different levels.

We ultimately decided to use a 5-point rating scale. Although some of the potential users we consulted felt that a smaller number of points would make the scale faster and easier to use, research has demonstrated that reliability and validity are better in 5- to 7-point scales than in scales with fewer points [10-13]. Also, respondents tend to avoid using the endpoints of a scale [14], so having a 4-point scale could potentially concentrate most of the responses on only two points, which may not be sensitive enough to detect subtle differences in summary quality.

Another important decision was how to label the five points of the scale. We initially attempted to write a detailed description of each rating of each dimension of the STET. We discovered, however, that most of the important information appeared in the descriptor for the highest rating, which listed the characteristics required for a high quality summary. By putting all of the desired characteristics up front after each question, the endpoints of the scale emerged naturally without the need for descriptions of the intermediate ratings. This decision was validated by research suggesting that the labels for intermediate scale intervals are not as critical as the choice of endpoint labels [15, 16].

Refining the STET

Once the dimensions and rating system were established, we used several approaches (some of which are still in progress) to refine the STET.}

Rigorous practical testing

Since a major aim of rubric development is the application of the rubric to the training and evaluation of language analysts working within government agencies, practical testing by representatives of those agencies is crucial. This “beta testing” will allow agencies to report experiences using the rubric and to provide feedback so we can make the rubric maximally user-friendly and useful for their needs. For example, it will likely be valuable to build into the rubric a degree of modularity, so that particular dimensions can be added or omitted as needs dictate. Similarly, the size of the rating scale might be collapsed or expanded according to practical needs. In coordination with practical testing, statistical testing will be used to confirm that adapted versions of the rubric are valid, sensitive, and reliable.

Rigorous statistical testing

Rigorous statistical testing is required to examine the validity, sensitivity, and reliability of the STET against gold standards, i.e., summaries pre-established by experts to represent certain levels of performance along the different dimensions. This testing will allow us to determine if variations in each aspect of summary quality are appropriately reflected in ratings for the corresponding dimension (validity) and if the STET adequately assesses the full range of performance along each dimension (sensitivity). Statistical testing will also help to determine if the dimensions are treated independently or if, for example, grammatical errors affect Accuracy scores as well as Writing scores. Lastly, the STET will be tested thoroughly to establish its consistency across users and conditions (reliability). CASL researchers are currently conducting a set of experiments to accomplish these goals.

Conclusion

The STET is the result of a needs-based approach to research in which a multidisciplinary team of scientists collaborated with members of the operational workforce to develop a product that addresses both operational and scientific problems. This analytic rubric for evaluating summary translations was developed to benefit language analysts, QCErs, and their managers, resulting in better reports and better language analysts. The STET will also allow CASL scientists to deepen our understanding of the summary translation process so we can continue to conduct rigorous research to enhance language performance in the IC.
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